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Preface

The notion of agency has recently increased its influence in the research and de-
velopment of computational logic based systems, while at the same time signifi-
cantly gaining from decades of research in computational logic. Computational
logic provides a well-defined, general, and rigorous framework for studying syn-
tax, semantics and procedures, for implementations, environments, tools, and
standards, facilitating the ever important link between specification and verifi-
cation of computational systems.

The purpose of the Computational Logic in Multi-agent Systems (CLIMA)
international workshop series is to discuss techniques, based on computational
logic, for representing, programming, and reasoning about multi-agent systems
in a formal way. Former CLIMA editions were conducted in conjunction with
other major computational logic and AI events such as CL in July 2000, ICLP
in December 2001, FLoC in August 2002, and LPNMR and AI-Math in January
2004.

The fifth edition of CLIMA was held Lisbon, Portugal, in September 29–30,
2004. We, as organizers, and in agreement with the CLIMA Steering Committee,
opted for co-location with the 9th European Conference on Logics in Artificial
Intelligence (JELIA 2004), wishing to promote the CLIMA research topics in
the broader community of logics in AI, a community whose growing interest in
multi-agent issues has been demonstrated by the large number of agent-related
papers submitted to recent editions of JELIA.

The workshop received 35 submissions – a sensible increase from the previous
edition. The submitted papers showed that the logical foundations of multi-agent
systems are felt by a large community to be a very important research topic,
upon which classical AI and agent-related issues are to be addressed.

In line with the high standards of previous CLIMA editions, the review pro-
cess was very selective, the final acceptance rate being below 50%. A Program
Committee of 24 top-level researchers from 11 countries and 12 additional review-
ers selected 16 papers for presentation, authored by 46 researchers worldwide.
The workshop program featured an invited lecture by Alessio Lomuscio (Univer-
sity College London) on Specification and Verification of Multiagent Systems, as
well as a panel discussion organized by Marina de Vos (University of Bath) on
Logic-Based Multi-agent Systems and Industry. Around 50 delegates attended
the two-day event.

This book contains a selection, based on a second round of reviewing, of ex-
tended CLIMA V papers, and it starts with an invited contribution by Bożena
Woźna and Alessio Lomuscio. The papers are divided into four parts: (i) foun-
dations, (ii) architectures, (iii) interaction, and (iv) planning and applications.
There follows a brief overview of the book.
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Foundations. In the first paper of this book, A Logic for Knowledge, Correct-

ness, and Real Time, Woźna and Lomuscio present and exemplify TCTLKD,
a logic for knowledge, correctness and real time interpreted on real-time deon-
tic interpreted systems, and extension to continuous time of deontic interpreted
systems.

In Dynamic Logic for Plan Revision in Intelligent Agents, van Riemsdijk
et al. present, with a sound and complete axiomatization, a dynamic logic for
a propositional version of the agent programming language 3APL, tailored to
handle the revision of plans.

Grossi et al. present in their paper Contextual Taxonomies a characterization
of the notion of a taxonomy with respect to specific contexts, addressing prob-
lems stemming from the domain of normative system specifications for modelling
multi-agent systems.

From Logic Programs Updates to Action Description Updates is where Alferes
et al. propose a macro language for the language EVOLP and provide transla-
tions from some fragments of known action description languages into the newly
defined one.

In Dynamic Logic Programming: Various Semantics Are Equal on Acyclic

Programs, Homola investigates multi-dimensional dynamic logic programming,
establishing some classes of programs for which several known semantics coin-
cide.

Architectures. Declarative Agent Control, by Kakas et al., extends the archi-
tecture of agents based upon fixed, one-size-fits-all cycles of operation by pro-
viding a framework for the declarative specification of agent control in terms of
cycle theories, which define possible alternative behaviors of agents.

In Metareasoning for Multi-agent Epistemic Logics, Arkoudas and Bringsjord
present an encoding of a sequent calculus for a multi-agent epistemic logic in
Athena, an interactive theorem proving system for many-sorted first-order logic,
to enable its use as a metalanguage in order to reason about the multi-agent
logic as an object language.

In Graded BDI Models for Agent Architectures, Casali et al. propose a general
model for a graded BDI agent, specifying an architecture able to deal with the
environment uncertainty and with graded mental attitudes.

Interaction. Dastani et al., in their article Inferring Trust, extend Liau’s logic
of Belief, Inform and Trust in two directions: with questions, and with a for-
malization of topics used to infer trust in a proposition from trust in another
proposition.

In Coordination Between Logical Agents, Sakama and Inoue investigate on the
use of answer set programming for belief representation, namely by addressing
the problem of finding logic programs that combine the knowledge from different
agents, while preserving some properties, useful to achieve agent coordination.

In A Computational Model for Conversation Policies for Agent Communica-

tion, Bentahar et al. propose a formal specification of a flexible persuasion proto-
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col between autonomous agents, using an approach based on social commitments
and arguments, defined as a combination of a set of conversation policies.

The last paper of this section is Verifying Protocol Conformance for Logic-

Based Communicating Agents, by Baldoni et al., which describes a method for
automatically verifying a form of “structural” conformance by translating AUML
sequence diagrams into regular grammars and, then, interpreting the problem
of conformance as a problem of language inclusion.

Planning and Applications. In the preliminary report An Application of

Global Abduction to an Information Agent Which Modifies a Plan Upon Fail-

ure, Satoh uses a form of abductive logic programming called global abduction
to implement an information agent that deals with the problem of plan modifi-
cation upon action failure.

In Planning Partially for Situated Agents, Mancarella et al. use an abductive
variant of the event calculus to specify planning problems as the base of their
proposal for a framework to design situated agents capable of computing partial
plans.

Han and Barber, in Desire-Space Analysis and Action Selection for Multiple

Dynamic Goals, use macro actions to transform the state space for the agent’s
decision problem into the desire space of the agent. Reasoning in the latter allows
us to approximately weigh the costs and benefits of each of the agent’s goals at
an abstract level.

Hirsch et al. conclude this book with the article Organising Software in Ac-

tive Environments, in which they show how logic-based multi-agent systems are
appropriate to model active environments. They do so by illustrating how the
structuring of the “agent space” can represent both the physical and virtual
structures of an application.

We would like to conclude with a glance at the future of this workshop series.
The sixth CLIMA edition is being organized by Francesca Toni and Paolo Tor-
roni, and will take place at the City University of London, UK, in June 27–29,
2005, in conjunction with the EU-funded SOCS Project Dissemination Work-
shop. CLIMA VI will feature a tutorial program and a competition, besides the
usual technical content based on the presentation of papers.

We can not miss this opportunity to thank the authors and delegates, who
made of CLIMA a very interesting and fruitful event; our generous Program
Committee members who did not skimp on time to help us put together a very
rich volume after two rounds of reviewing, discussion, and selection; and our
sponsoring institutions, Universidade Nova de Lisboa, Fundação para a Ciência
e Tecnologia, FBA, and AgentLink III.

April 2005 João Leite
Paolo Torroni
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A Logic for Knowledge, Correctness,

and Real Time�

Bożena Woźna and Alessio Lomuscio

Department of Computer Science,

University College London,

Gower Street, London WC1E 6BT,

United Kingdom

{B.Wozna, A.Lomuscio}@cs.ucl.ac.uk

Abstract. We present TCTLKD, a logic for knowledge, correctness and

real time. TCTLKD is interpreted on real time deontic interpreted sys-

tems, and extension to continuous time of deontic interpreted systems.

We exemplify the use of TCTLKD by discussing a variant of the “railroad

crossing system”.

1 Introduction

Logic has a long tradition in the area of formal theories for multi-agent systems
(MAS). Its role is to provide a precise and unambiguous specification language
to describe, reason about, and predict the behaviour of a system.

While in the early 80’s existing logical formalisms from other areas such as
philosophical logic, concurrency theory, etc., were imported with little of no
modification to the area of MAS, from the late 80’s onwards specific formalisms
have been designed, studied, and tailored to the needs of MAS. Of particular
note is the case of epistemic logic, or the logic of knowledge.

Focus on epistemic logics in MAS began with the use of the modal logic
system S5 developed independently by Hintikka [1] and Aumann [2] in formal
logic and economics respectively. This starting point formed the core basis of a
number of studies that appeared in the past 20 years, including formalisations
of group knowledge [3, 4, 5], combinations of epistemic logic with time [6, 7, 8],
auto-epistemic logics [9, 10], epistemic updates [11, 12], broadcast systems and
hypercubes [13, 14], etc. Epistemic logic is no longer a remarkable special case of
a normal modal system, but has now become an area of study on its own with
regular thematic workshops and conferences.

In particular, combinations of epistemic and temporal logics allow us to rea-
son about the temporal evolution of epistemic states, knowledge of a changing
world, etc. Traditionally, this is achieved by combining a temporal logic for dis-
crete linear time [15, 16, 17] with the logic S5 for knowledge [18]. Various classes

� The authors acknowledge support from the EPSRC (grant GR/S49353), and the

Nuffield Foundation (grant NAL/690/G).

J. Leite and P. Torroni (Eds.): CLIMA V, LNAI 3487, pp. 1–15, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 B. Woźna and A. Lomuscio

of MAS (synchronous, asynchronous, perfect recall, no learning, etc.) can be
identified in this framework, and axiomatisations have been provided [19, 20].
More recently, combinations of branching time logic CTL [21, 22, 23] with the
epistemic logic S5 have been studied, and axiomatisation provided [8].

All efforts above have focused on a discrete model of time, either in its linear
or branching versions. While this is useful and adequate in most applications,
certain classes of scenarios (notably robotics and networking) require a model of
time as a continuous flows of events.

In the area of timed-systems the modal logic TCTL has been suggested as an
adequate formalism to model real time. In this paper we propose a logic (which
we call TCTLKD) combining the temporal aspects of TCTL with the notions
defined by the epistemic logic S5, as well as the correctness notion defined in [24].
This combination allows us to reason about the real time evolution of epistemic
states, the correct functioning of multi-agent systems with respect to real time,
and any combination of these.

Traditionally, the semantics of temporal epistemic logic is defined on variants
of interpreted systems to provide an interpretation to the epistemic modalities.
These use the notion of protocol to provide a basis for the action selection mech-
anism of the agents. Since we are working on real time, here we shall use the
finer grained semantics of timed automata to model the agents’ evolution. We
then synchronise networks of timed automata to provide a general model of a
MAS.

The rest of the paper is organised as follows. In Section 2 we define the
concept of interpreted systems on real time by taking the parallel composition
of timed automata. In Section 3 we define the logic TCTLKD as an extension
to real time of the logic for knowledge and correctness as defined in [24, 25]. In
Section 4 we provide a case study analysis to demonstrate its use in applications.
We conclude in Section 5 by discussing related and future work on this subject.

2 Interpreted Systems over Real Time

Interpreted systems are traditionally defined as a set of infinite runs on global
states [18]. In this model each run is a discrete sentence representing events.
At each global state, each agent selects an action according to a (possibly non-
deterministic) protocol. In this section we extend (discrete) interpreted systems
to real time interpreted systems in two aspects. First, we specify the agents’
behaviour by a finer grained semantics: timed automata. Second, by means of
parallel composition of timed automata, we define a class of interpreted systems
operating on real time.

We begin by recalling the concept of timed automata, as introduced in [26].
Timed automata are extensions of finite state automata with constraints on
timing behaviour. The underlying finite state automata are augmented with a
set of real time variables.
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2.1 Timed Automata

Let IR = [0,∞) be a set of non-negative real numbers, IR+ = (0,∞) be a set of
positive real numbers, IN = {0, 1, 2, . . .} a set of natural numbers, and X a finite
set of real variables, called clocks. The set of clock constraints over X is defined
by the following grammar:

cc := true | x ∼ c | cc ∧ cc,

where x ∈ X , c ∈ IN, and ∼ ∈ {≤, <,=, >,≥}. The set of all the clock constraints

over X is denoted by C(X ). A clock valuation on X is a tuple v ∈ IR|X |. The
value of the clock x in v is denoted by v(x). For a valuation v and δ ∈ IR, v + δ
denotes the valuation v′ such that for all x ∈ X , v′(x) = v(x) + δ. Moreover,
let X ∗ be the set X ∪ {x0}, where x0 is a clock whose value is always 0, that
is, its value does not increase with time as the values of the other clocks. Then,
an assignment as is a function from X to X ∗, and the set of all the assignments
over X is denoted by A(X ). By v[as] we denote the valuation v′ such that for
all x ∈ X , if as(x) ∈ X , then v′(x) = v(as(x)), otherwise v′(x) = 0.

Let v ∈ IR|X |, the satisfaction relation |= for a clock constraint cc ∈ C(X ) is
defined inductively as follows:

v |= true,
v |= (x ∼ c) iff v(x) ∼ c,
v |= (cc ∧ cc′) iff v |= cc and v |= cc′.

For a constraint cc ∈ C(X ), by [[cc]] we denote the set of all the clock valuations

satisfying cc, i.e., [[cc]] = {v ∈ IR|X | | v |= cc}.

Definition 1 (Timed Automaton). A timed automaton is a tuple TA =
(Z, L, l0,X , E,I), where

– Z is a finite set of actions,
– L is a finite set of locations,
– l0 ∈ L is an initial location,
– X is a finite set of clocks,
– E ⊆ L× Z× C(X )× A(X )× L is a transition relation,
– I : L→ C(X ) is a function, called a location invariant, which assigns to each

location l ∈ L a clock constraint defining the conditions under which TA can
stay in l.

Each element e of E is denoted by l
a,cc,as−→ l′, where l is a source location, l′

is a target location, a is an action, cc is the enabling condition for e, and as is
the assignment for e.

Note that we deal with “diagonal-free” automata. This is because ultimately we
would like to verify MAS specified in this formalism, and the model checking
methods for real time systems (based on the Difference Bound Matrices [27],
variants of Boolean Decision Diagrams [28, 29], or SAT methods [30, 31, 32]) are
problematic when the components of the systems are modelled by “diagonal
automata”.
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In order to reason about systems represented by timed automata, for a set
of propositional variables PV, we define a valuation function VTA : L → 2PV ,
which assigns propositions to the locations.

Definition 2 (Dense State Space). The dense state space of a timed au-
tomaton TA = (Z, L, l0,X , E,I) is a structure D(TA) = (Q, q0,→), where

– Q = L× IR|X | is the set of all the instantaneous states,
– q0 = (l0, v0) with v0(x) = 0 for all x ∈ X , is the initial state,
– → ⊆ Q × (Z ∪ IR) × Q is the transition relation, defined by action- and

time-successors as follows:
• for a ∈ Z, (l, v)

a→ (l′, v′) iff (∃cc ∈ C(X ))(∃as ∈ A(X )) such that
l

a,cc,as−→ l′ ∈ E, v ∈ [[cc]],v′ = v[as] and v′ ∈ [[I(l′)]] (action successor),
• for δ ∈ IR, (l, v)

δ→ (l, v + δ) iff v + δ ∈ [[I(l)]] (time successor).

For (l, v) ∈ Q, let (l, v) + δ denote (l, v + δ). A q-run ρ of a TA is a sequence

of instantaneous states: q0
δ0→ q0 + δ0

a0→ q1
δ1→ q1 + δ1

a1→ q2
δ2→ . . ., where

q0 = q ∈ Q, ai ∈ Z, and δi ∈ IR+ for each i ∈ IN. A run ρ is said to be progressive
iff Σi∈INδi is unbounded. A TA is progressive if all its runs are progressive. For
simplicity of presentation, we consider only progressive timed automata. Note
that progressiveness can be checked as in [33].

2.2 Parallel Composition of Timed Automata

In general, we will model a multi-agent system by taking several timed automata
running in parallel and communicating with each other. These concurrent timed
automata can be composed into a global timed automaton as follows: the tran-
sitions of the timed automata that do not correspond to a shared action are
interleaved, whereas the transitions labelled with a shared action are synchro-
nised.

There are many different definitions of parallel composition. We use a multi-
way synchronisation, requiring that each component that contains a communi-
cation transition (labelled by a shared action) has to perform this action.

Let TAi = (Zi, Li, l
0
i , Ei,Xi,Ii) be a timed automaton, for i = 1, . . . , m. To

define a parallel composition of m timed automata, we assume that Li ∩Lj = ∅
for all i, j ∈ {1, . . . , m}, and i �= j. Moreover, by Z(a) = {1 ≤ i ≤ m | a ∈ Zi}
we denote a set of numbers of the timed automata containing an action a.

Definition 3 (Parallel Composition). The parallel composition of m timed
automata TAi is a timed automaton TA = (Z, L, l0, E,X,I), where Z =

⋃m
i=1 Zi,

L =
∏m

i=1 Li, l0 = (l01, . . . , l
0
m), X =

⋃m
i=1 Xi, I(l1, . . . , lm) =

∧m
i=1 Ii(li), and a

transition ((l1, . . . , lm), a, cc, as, (l′1, . . . , l
′
m)) ∈ E iff (∀i ∈ Z(a)) (li, a, cci, asi, l

′
i) ∈

Ei, cc =
∧

i∈Z(a) cci, as =
⋃

i∈Z(a) asi, and (∀j ∈ {1, . . . , m} \ Z(a)) l′j = lj.

Note that in the above any automaton is allowed to set a value of any clock,
including the ones associated with other agents.

Let PVi be a set of propositional variables containing the symbol true, VTAi
:

Li → 2PVi be a valuation function for the ith automaton, where i ∈ {1, . . . , m},
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and PV =
⋃m

i=1 PVi. Then, the valuation function VTA : L → 2PV for the par-
allel composition of m timed automata, is defined as follows VTA((l1, . . . , lm)) =⋃m

i=1 VTAi
(li).

2.3 Real Time Deontic Interpreted System

In line with much of the multi-agent systems literature, we use interpreted sys-
tems as a semantics for a temporal epistemic language. For this, we need to
adapt them to work on real time: this is why we take timed automata as the un-
derlying modelling concept (as opposed to the standard protocols of interpreted
systems). To define real time deontic interpreted systems, we first partition the
set of clock valuations as in [34].

Let TA be a timed automaton, C(TA) ⊆ C(X ) be a non-empty set containing
all the clock constrains occurring in any enabling condition used in the transi-
tion relation E or in a state invariant of TA. Moreover, let cmax be the largest
constant appearing in C(TA). For σ ∈ IR, frac(σ) denotes the fractional part of
σ, and �σ� denotes its integral part.

Definition 4 (Equivalence of Clock Valuations). For two clock valuations
v and v′ in IR|X |,we say that v � v′ iff for all x, y ∈ X the following conditions
are met:

1. v(x) > cmax iff v′(x) > cmax

2. if v(x) ≤ cmax and v(y) ≤ cmax then
a.) �v(x)� = �v′(x)�,
b.) frac(v(x)) = 0 iff frac(v′(x)) = 0, and
c.) frac(v(x)) ≤ frac(v(y)) iff frac(v′(x)) ≤ frac(v′(y)).

The equivalence classes of the relation � are called zones, and denoted by Z,
Z ′ and so on.

Now we are ready to define a Real Time Deontic Interpreted System that will
be semantics for the logic presented in the next section.

Let AG be a set of m agents, where each agent is modelled by a timed au-
tomaton TAi = (Zi, Li, l

0
i , Ei,Xi,Ii), for i ∈ {1, . . . , m}. Moreover, assume, in

line with [24, 25], that for every agent, its set Li of local locations is partitioned
into “allowed” locations, denoted by Gi, and “disallowed” locations, denoted by
Ri and defined by Ri = Li \ Gi. We shall call these locations green and red re-
spectively. Further, assume that the parallel composition TA = (Z, L, l0, E,X,I)
of all the agents is given1, and that li : Q → Li is a function that returns the
location of agent i from a global state. Then, a real time deontic interpreted
system is defined as follows.

Definition 5 (Real Time Deontic Interpreted System). A real time deon-
tic interpreted system is a tuple Mc = (Q, q0,→,∼K

1 , . . . ,∼K
m, RO

1 , . . . , RO
m,Vc),

where:

1 Note that the set L, which defines all the possible global locations, is defined as the

Cartesian product L1 × . . . × Lm, such that L1 ⊇ G1, . . . , Lm ⊇ Gm.
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– Q, q0, and → are defined as in Definition 2,
– ∼K

i ⊆ Q×Q is a relation defined by: (l, v) ∼K
i (l′, v′) iff li((l, v)) = li((l

′, v′))
and v � v′, for each agent i. Obviously ∼K

i is an equivalence relation.
– RO

i ⊆ Q ×Q is a relation defined by: (l, v)RO
i (l′, v′) iff li((l

′, v′)) ∈ Gi, for
each agent i.

– Vc : Q→ 2PV is a valuation function that extends VTA as follows Vc((l, v)) =
VTA(l), i.e., Vc assigns the same propositions to the states with the same
locations.

3 The Logic TCTLKD

In this section, we formally present the syntax and semantics of a real time
computation tree logic for knowledge and correctness (TCTLKD), which extends
the standard TCTL [34], the logic for real time, by means of modal operators
for knowledge and correctness.

The language generalises classical propositional logic, and thus it contains the
standard propositional connectives ¬ (not) and ∨ (or); the remaining connectives
(∧ (and), → (implies), ↔ (if, and only if) are assumed to be introduced as
abbreviations in the usual way. With respect to real time temporal connectives,
we take as primitives UI (for “until within interval I”), and GI (for “always
within interval I”); the remaining operators, FI (for “eventually within interval
I”) and RI (for “release within interval I”), are assumed to be introduced as
abbreviations in the usual way. The language also contains two path quantifiers:
A (for “for all the runs”) and E (for “there exists a run”). Further, we assume
a set AG = {1, . . . , m} of agents, and we use the indexed modalities Ki, Oi, and
K̂j

i to represent the knowledge of agent i, the correct functioning circumstances
of agent i, and the knowledge of agent i under assumption of correct functioning
of agent j, respectively. Furthermore, we use the indexed modalities DΓ , CΓ to
represent distributed and common knowledge in a group of agents Γ ⊆ AG, and
we use the operator EΓ to represent the concept “everybody in Γ knows”.

3.1 Syntax of TCTLKD

We assume a set PV of propositional variables, and a finite set AG of m agents.
Furthermore, let I be an interval in IR with integer bounds of the form [n, n′],
[n, n′), (n, n′], (n, n′), (n,∞), and [n,∞), for n, n′ ∈ IN. The set of TCTLKD
formulas is defined inductively as follows:

• every member p of PV is a formula,
• if α and β are formulas, then so are ¬α, α ∨ β, EGIα, and E(αUIβ),
• if α is formula, then so are Kiα, K̂j

iα, and Oiα, for i, j ∈ AG,
• if α is formula, then so are DΓ α, CΓ α, and EΓ α, for Γ ⊆ AG.

The other basic temporal, epistemic, and correctness modalities are defined
as follows:
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• EFIϕ
def
= E(trueUIϕ), AFIϕ

def
= ¬EGI(¬ϕ), AGIϕ

def
= ¬EFI(¬ϕ),

• A(αUIβ)
def
= ¬E(¬βUI(¬β ∧ ¬α)) ∧ ¬EGI(¬β),

• A(αRIβ)
def
= ¬E(¬αUI¬β), E(αRIβ)

def
= ¬A(¬αUI¬β),

• Kiα
def
= ¬Ki¬α, Oiα

def
= ¬Oi¬α, K̂j

iα
def
= ¬K̂j

i¬α,

• DΓ α
def
= ¬DΓ¬α, CΓ α

def
= ¬CΓ¬α, EΓ α

def
= ¬EΓ¬α.

3.2 Semantics of TCTLKD

Let AG be a set of m agents, where each agent is modelled by a timed automaton
TAi = (Zi, Li, l

0
i , Ei,Xi,Ii), for i = {1, . . . , m}, TA = (Z, L, l0, E,X,I) be their

parallel composition, and Mc = (Q, q0,→,∼K
1 , . . . ,∼K

m, RO
1 , . . . , RO

m,Vc) be a

real time deontic interpreted system. Moreover, let ρ = q0
δ0→ q0 + δ0

a0→ q1
δ1→

q1 + δ1
a1→ q2

δ2→ . . . be a run of TA such that δi ∈ IR+ for i ∈ IN, and let fTA(q)
denote the set of all such q-runs of TA. In order to give a semantics to TCTLKD,
we introduce the notation of a dense path πρ corresponding to run ρ. A dense
path πρ corresponding to ρ is a mapping from IR to a set of states2 such that
πρ(r) = si + δ for r = Σi

j=0δj + δ with i ≥ 0 and 0 ≤ δ < δi. Moreover, as

usual, we define the following epistemic relations: ∼E
Γ =

⋃
i∈Γ ∼i, ∼C

Γ = (∼E
Γ )+

(the transitive closure of ∼E
Γ ), and ∼D

Γ =
⋂

i∈Γ ∼i, where Γ ⊆ AG.

Definition 6 (Satisfaction of TCTLKD). Let Mc, q |= α denote that α is
true at state s in the model Mc. Mc is omitted, if it is implicitly understood. The
relation |= is defined inductively as follows:

q0 |= p iff p ∈ Vc(q0),
q0 |= ¬ϕ iff q0 �|= ϕ,
q0 |= ϕ ∨ ψ iff q0 |= ϕ or q0 |= ψ,
q0 |= ϕ ∧ ψ iff q0 |= ϕ and q0 |= ψ,
q0 |= E(ϕUIψ) iff (∃ ρ ∈ fTA(q0))(∃r ∈ I)

[
πρ(r) |= ψ and (∀r′ < r) πρ(r

′) |= ϕ
]
,

q0 |= EGIϕ) iff (∃ ρ ∈ fTA(q0))(∀r ∈ I) πρ(r) |= ϕ,
q0 |= Kiα iff (∀q′ ∈ Q)((q0 ∼K

i q′) implies q′ |= α),
q0 |= Oiα iff (∀q′ ∈ Q)(q0R

O
i q′) implies q′ |= α),

q0 |= K̂j
iα iff (∀q′ ∈ Q)((q0 ∼K

i q′ and q0R
O
j q′) implies q′ |= α),

q0 |= DΓ α iff (∀q′ ∈ Q)((q0 ∼D
Γ q′) implies q′ |= α),

q0 |= EΓ α iff (∀q′ ∈ Q)((q0 ∼E
Γ q′) implies q′ |= α),

q0 |= CΓ α iff (∀q′ ∈ Q)((q0 ∼C
Γ q′) implies q′ |= α).

Intuitively, the formula E(αUIβ) holds at a state q0 in a real time deontic
interpreted system Mc if there exists a run starting at q0 such that β holds in
some state in time interval I, and until then α always holds. The formula EGIα
holds at a state q0 in a real time deontic interpreted system Mc if there exists a

2 This can be done because of the assumption that δi > 0, i.e., δi ∈ IR+.
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run starting at q0 such that α holds in all the states on the run in time interval
I. The formula Kiα holds at state q0 in a real time deontic interpreted system
Mc if α holds at all the states that are indistinguishable for agent i from q0. The
formula Oiα holds at state q0 in a real time deontic interpreted system Mc if α
holds at all the states where agent i is functioning correctly. The formula K̂j

iα
holds at state q0 in a real time deontic interpreted system Mc if α holds at all
the states that agent i is unable to distinguish from the actual state q0, and in
which agent j is functioning correctly. The formula EΓ α holds at state q0 in a
real time deontic interpreted system Mc if α is true in all the states that the
group Γ of agents is unable to distinguish from the actual state q0. Note that
EΓ α can be defined by

∧
i∈Γ Kiα. The formula CΓ α is equivalent to the infinite

conjunction of the formulas Ek
Γ α for k ≥ 1. So, CΓ α holds at state q0 in a real

time deontic interpreted system Mc if everyone knows α holds at q0, everyone
knows that everyone knows α holds at q0, etc. The formula DΓ α holds at state
q0 in a real time deontic interpreted system Mc if the “combined” knowledge
of all the agents in Γ implies α. We refer to [34, 18, 24] for more details on the
operators above.

A TCTLKD formula ϕ is satisfiable if there exists a real time deontic in-
terpreted system Mc = (Q, q0,→, ∼K

1 , . . . ,∼K
m, RO

1 , . . . , RO
m,Vc) and a state q

of Mc, such that Mc, q |= ϕ. A TCTLKD formula ϕ is valid in Mc (denoted
Mc |= ϕ) if Mc, q

0 |= ϕ, i.e., ϕ is true at the initial state of the model Mc.
Note that the “full” logic of real time (TCTL) is undecidable [34]. Since

real time deontic interpreted systems can be shown to be as expressive as the
TCTL-structure of a time graph [34], and the fusion [35] between TCTL, S5
for knowledge [18], and KD45i−j for the deontic dimension [24] is a proper
extension of TCTL, it follows that problem of satisfiability for the TCTLKD
logic will be also undecidable. Still, it is easy to observe that given a TCTLKD
formula ϕ and a real time deontic interpreted system Mc, the problem of deciding
whether Mc |= ϕ is decidable. This result is our motivation for introducing
TCTLKD. We are not interested in using the whole class of real time deontic
interpreted systems, but only to study particular examples by means of this
logic. We exemplify this in the next section.

4 Applications

One of the motivations for developing the formalism presented in this paper is
that we would like to be able to analyse what epistemic and temporal properties
hold, when agents follow or violate their specifications while operating on real
time.

As an example of this we discuss the Railroad Crossing System (RCS) [36], a
well-known example in the literature of real-time verification. Here we analyse
the scenario not only by means of temporal operators but also by means of
epistemic and correctness modalities. The system consists of three agents: Train,
Gate, and Controller running in parallel and synchronising through the events:
“approach”, “exit”, “lower”, and “raise”.
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approach

x1 := 0

in
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exit

x1 ≤ 500 x1 ≥ 300

x1 ≤ 500

x1 ≤ 500
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x3 ≤ 100
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x3 = 100
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x3 ≤ 100
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x3 ≤ 100

Train Gate Controller

Fig. 1. Agents Train, Gate, and Controller for the correct RCS system

Let us start by considering what we call the correct RCS, as modelled by
timed automata (Figure 1). The correct RCS operates as follows. When Train
approaches the crossing, it sends an approach signal to Controller, and enters the
crossing between 300 and 500 seconds from this event. When Train leaves the
crossing, it sends an exit signal to Controller. Controller sends a signal lower to
Gate exactly 100 seconds after the approach signal is received, and sends a raise
signal within 100 seconds after exit. Gate performs the transition down within
100 seconds of receiving the request lower, and responds to raise by moving up
between 100 and 200 seconds.

Assume the following set of propositional variables: PV = {p, q, r, s} with
PVTrain = {p, q}, PVGate = {r}, and PVCont = {s}. The proposition p rep-
resents the fact that an approach signal was sent by Train, q that Train is on
the cross, r that Gate is down, and s that Controller sent the signal lower to
Gate. A real time deontic interpreted system MRCS can be associated with the
correct RCS as follows. For the sets L1 = {t0, t1, t2, t3}, L2 = {g0, g1, g2, g3},
and L3 = {c0, c1, c2, c3} of locations for Train, Gate, and Controller respectively,
the set of “green” locations and the dense state space for RCS are defined by
G1 = L1, G2 = L2, G3 = L3, and Q = L1×L2×L3×IR3, respectively. The valua-
tion functions for Train (VTrain : L1 → 2PVT rain), Gate (VGate : L2 → 2PVGate),
and Controller (VCont : L3 → 2PVCont) are defined as follows:

– VTrain(t1) = {p}, VTrain(t2) = {q}, and VTrain(t0) = VTrain(t3) = ∅.
– VGate(g2) = {r}, and VGate(g0) = VGate(g1) = VGate(g3) = ∅.
– VCont(c2) = {s}, and VCont(c0) = VCont(c1) = VCont(c3) = ∅.

The valuation function VRCS : L1×L2×L3 → 2PV , for the RCS system, is built
as follows: VRCS(l) = VTrain(l1) ∪ VGate(l2) ∪ VCont(l3), for all l = (l1, l2, l3) ∈
L1×L2×L3. Thus, according to the definition of the real time deontic interpreted
system, the valuation function VMRCS

: L1 × L2 × L3 × IR3 → 2PV of MRCS is
defined by VMRCS

(l, v) = VRCS(l).
Using the TCTLKD logic, we can specify properties of the correct RCS sys-

tem that cannot be specified by standard propositional temporal epistemic logic.
For example, we consider the following:
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AG[0,∞](p → KController(AF[300,∞]q)) (1)

AG[0,∞]KTrain(p → AF[0,200]r) (2)

KController(s → AF[0,100]r) (3)

Formula (1) states that forever in the future if an approach signal is sent by
agent Train, then agent Controller knows that in some point after 300 seconds
later Train will enter the cross. Formula (2) states that forever in the future agent
Train knows that, if it sends an approach signal, then agent Gate will send the
signal down within 200 seconds. Formula (3) states that agent Controller knows
that if it sends an lower signal, then agent Gate will send the signal down within
100 seconds.

All the formulas above can be shown to hold on MRCS on the initial state.
We can also check that the following properties do not hold on MRCS .

AG[0,∞](p → KController(AF[0,300]q)) (4)

KTrain(AG[0,∞)EF[10,90]s) (5)

KController(s → AF[0,50]r) (6)

Formula (4) states that forever in the future if an approach signal is sent
by agent Train, then agent Controller knows that at some point in the future
within 300 seconds Train will enter the crossing. Formula (5) states that agent
Train knows that always in the future it is possible that within interval [10, 90]
the gate will be down. Formula (6) states that agent Controller knows that if
it sends the lower signal, then agent Gate will send the signal down within 50
seconds.

Let us now consider a variant of the RCS system described above, and let us
assume that agent Controller is faulty. Let us assume that because of a fault the
signal lower may not be sent in the specified interval, and the transition to the
faulty state c2 may be triggered. We are allowing for Controller to recover from
the fault once in c2 by means of the action lower (see Figure 2).

approach

x1 := 0

in

out

exit

x1 ≤ 500 x1 ≥ 300

x1 ≤ 500

x1 ≤ 500

x1 ≤ 500

t0

t3

t1

t2

g0

g1

g3

lower
x2 ≤ 100

down

x2 ≤ 100

g2
raise

x2 ≤ 200

100 ≤ x2 ≤ 200

x2 := 0

x2 := 0

up

c0

c3

approach

x3 := 0

lower

x3 = 100

exit

x3 := 0
x3 ≤ 100

raise

x3 ≤ 100

low
er

in

Crash

x3 > 100
faultylower

c2

c1

x3 ≤ 200

x3
≤ 200

c2

x3 ≤ 500

Train Gate Controller

Fig. 2. Agents Train, Gate, and Controller for the faulty RCS system

We examine the scenario by considering the following set of propositional
variables: PV = {p, q, r, s, crash} with PVTrain = {p, q}, PVGate = {r}, and
PVCont = {s, crash}. The propositions p, q, r, and, s have the same meaning as
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in the case of the correct RCS system; the proposition crash represents the fact
that Train is on the cross and Gate is still open. A real time deontic interpreted
system MRCS can be associated with the faulty RCS system as follows3.

For the sets L1 = {t0, t1, t2, t3}, L2 = {g0, g1, g2, g3}, and L3 = {c0, c1, c2, c3,
c2, crash} of locations for Train, Gate, and Controller, the set of “green” loca-
tions are defined by G1 = L1, G2 = L2, G3 = {c0, c1, c2, c3}, respectively. The
dense state space for RCS is defined by Q = L1 × L2 × L3 × IR3. The valuation
functions for Train (VTrain), Gate (VGate), and Controller (VCont) are defined as
follows:

– VTrain : L1 → 2PVT rain , and VTrain(t1) = {p}, VTrain(t2) = {q}, and
VTrain(t0) = VTrain(t3) = ∅.

– VGate : L2 → 2PVGate , and VGate(g0) = VGate(g1) = VGate(g3) = ∅, and
VGate(g2) = {r}.

– VCont : L3 → 2PVCont , and VCont(c0) = VCont(c1) = VCont(c3) = VCont(c2) =
∅, VCont(c2) = {s}, and VCont(crash) = {crash}.

The valuation functions VRCS : L1 × L2 × L3 → 2PV , and VMRCS
: L1 × L2 ×

L3× IR3 → 2PV are defined in the same way as in the correct version of the RCS
system.

Using TCTLKD, we can specify the following properties of the faulty RCS
system. These can be checked to hold on the real time deontic interpreted system
for the faulty RCS.

AG[0,∞]KTrainOController(p → AF[0,200]r) (7)

KTrainOController(p → AF[0,200]r) (8)

K̂Controller
Train (p → AF[0,200]r) (9)

AG[0,∞]KTrainOController(¬crash) (10)

AG[0,∞]K̂
Controller
Train (¬crash) (11)

AG[0,∞]K̂
Controller
Train (p → AF[0,100]s) (12)

Formula (7) states that forever in the future agent Train knows that whenever
agent Controller is functioning correctly, if Train sends the approach signal, then
agent Gate will send the signal down within 200 seconds. Formula (8) states that
agent Train knows that whenever agent Controller is functioning correctly, if the
approach signal was sent by Train, then at some point in the future, within 200
second, Gate will be down. Formula (9) states that agent Train knows that under
the assumption of agent Controller functioning correctly, if the approach signal
was sent by Train, then at some point in the future, within 200 second, Gate
will be down. Formula (10) states that always in the future agent Train knows
that whenever agent Controller is functioning correctly under no circumstances

3 Note that the names of the mathematical objects we use to represent the faulty RCS

are the same as the ones employed previously for the correct RCS. Given that these

appear in different contexts we trust no confusion arises.
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there will be a situation in which Train is on the crossing and Gate is open.
Formula (11) states that always in the future agent Train knows that under the
assumption of agent Controller functioning correctly, under no circumstances
there will be a situation in which Train is on the crossing and Gate is open.
Formula (12) states that always in the future agent Train knows that under the
assumption of agent Controller functioning correctly, if the approach signal was
sent by Train, then at some point in the future, within 100 second, the signal
lower will be sent by Controller.

The following formulas can be checked not to hold on the faulty RCS.

KTrain(p → AF[0,200]r) (13)

AG[0,∞]KTrain(¬crash) (14)

AG[0,∞]KTrain(p → AF[0,100]s) (15)

Formula (13) states that agent Train knows that, if it sends the approach sig-
nal, then at some point in the future, within 200 second, Gate will be down.
Formula (14) states that always in the future agent Train knows that under no
circumstances there will be a situation where Train is on the cross and Gate is
open. Formula (15) states that always in the future agent Train knows that, if it
sends the approach signal, then at some point in the future, within 100 second,
the signal lower will be sent by Controller.

5 Conclusions

In the paper we have proposed TCTLKD, a real time logic for knowledge and
correctness. TCTLKD is a fusion of three well known logics: TCTL for real time
[34], S5 for knowledge [18], and KD45i−j for the correctness dimension [24].

Previous attempts of combinations of real time and knowledge have included
[37, 38, 39]. In [37] a technique for determining the temporal validity of shared
data in real-time distributed systems is proposed. The approach is based on
a language consisting of Boolean, epistemic, dynamic, and real-time temporal
operators, but the semantics for these is not defined. In [38] a fusion of the
branching time temporal logic (CTL) and the standard epistemic logic is pre-
sented. The semantics of the logic is given over an interpreted system defined
like in [18] with the difference of using runs defined from real numbers. This
language is used to establish sound and complete termination conditions for mo-
tion planning of robots, given initial and goal states. [39] presents a framework
for knowledge-based analysis of clocks synchronisation in systems with real-time
constraints. In that work a relation of timed precedence as a generalisation of
previous work by Lamport is defined, and it is shown how (inherent) knowledge
about timed precedences can be applied to synchronise clocks optimally. Like
in [38], the semantics consists of runs that are functions over real time. The
epistemic relations defined in this work assume that agents have perfect recall.

Our paper differs from the approaches above by considering quantitative
temporal operators such as EF[0,10] (meaning “possibly within 10 time units”),
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rather than qualitative operators EF (meaning “possibly in the future”, but with
no bound), and by not forcing the agents to have perfect recall. In addition, the
logic TCTLKD also incorporates a notion of correctness of execution with respect
to specifications, a concept not tackled in previous works, and associates a set of
clocks to every agent not just to the system as a whole. While the satisfiability
problem for TCTLKD is undecidable, the TCTLKD model checking problem,
i.e., the problem of validity in a given model, is decidable. Given this, it seems
worthwhile to develop model checking methods for TCTLKD in the same fashion
to what has been pursued for the same modalities but on discrete time [42]. In
fact, a preliminary version of the TCTLK4 bounded model checking method is
presented in [40, 41].
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9. Marek, W., Truszczyński, M.: Autoepistemic logic. Journal of the ACM 38 (1991)

587–618

10. Moore, R.: Possible-world semantics autoepistemic logic. In: Proceedings of Work-

shop on Non-Monotonic Reasoning, The AAAI Press (1984) 344–354

11. Baltag, A., Moss, L.S., Solecki, S.: The logic of public announcement, common

knowledge, and private suspicions. In Gilboa, I., ed.: Proceedings of the 7th Con-

ference on Theoretical Aspects of Rationality and Knowledge (TARK-98), San

Francisco, Morgan Kaufmann (1998) 125–132

12. Lomuscio, A., Ryan, M.: An algorithmic approach to knowledge evolution. Artifi-

cial Intelligence for Engineering Design, Analysis and Manufacturing (AIEDAM)

13 (1999)

13. Fagin, R., Halpern, J.Y., Moses, Y., Vardi, M.Y.: Knowledge-based programs.

Distributed Computing 10 (1997) 199–225

4 The TCTLK logic is like TCTLKD but it does not contain the correct functioning

operator, i.e, the operator Oi for i ∈ AG.
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Abstract. In this paper, we present a dynamic logic for a propositional

version of the agent programming language 3APL. A 3APL agent has

beliefs and a plan. The execution of a plan changes an agent’s beliefs.

Plans can be revised during execution. Due to these plan revision capa-

bilities of 3APL agents, plans cannot be analyzed by structural induction

as in for example standard propositional dynamic logic. We propose a

dynamic logic that is tailored to handle the plan revision aspect of 3APL.

For this logic, we give a sound and complete axiomatization.

1 Introduction

An agent is commonly seen as an encapsulated computer system that is situated
in some environment and that is capable of flexible, autonomous action in that
environment in order to meet its design objectives [1]. Programming these flexible
computing entities is not a trivial task. An important line of research in this area,
is research on cognitive agents. These are agents endowed with high-level mental
attitudes such as beliefs, desires, goals, plans, intentions, norms and obligations.
Intelligent cognitive agents should be able to reason with these mental attitudes
in order to exhibit the desired flexible problem solving behavior.

The very concept of (cognitive) agents is thus a complex one. It is imperative
that programmed agents be amenable to precise and formal specification and
verification, at least for some critical applications. This is recognized by (po-
tential) appliers of agent technology such as NASA, which organizes specialized
workshops on the subject of formal specification and verification of agents [2, 3].

In this paper, we are concerned with the verification of agents programmed
in (a simplified version of) the cognitive agent programming language 3APL1

[4, 5, 6]. This language is based on theoretical research on cognitive notions
[7, 8, 9, 10]. In the latest version [6], a 3APL agent has a set of beliefs, a plan
and a set of goals. The idea is, that an agent tries to fulfill its goals by selecting
appropriate plans, depending on its beliefs about the world. Beliefs should thus
represent the world or environment of the agent; the goals represent the state of

1 3APL is to be pronounced as “triple-a-p-l”.

J. Leite and P. Torroni (Eds.): CLIMA V, LNAI 3487, pp. 16–32, 2005.
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the world the agent wants to realize and plans are the means to achieve these
goals.

As explained, cognitive agent programming languages are designed to pro-
gram flexible behavior using high-level mental attitudes. In the various lan-
guages, these attitudes are handled in different ways. An important aspect of
3APL is the way in which plans are dealt with. A plan in 3APL can be executed,
resulting in a change of the beliefs of the agent2. Now, in order to increase the
possible flexibility of agents, 3APL [4] was endowed with a mechanism with
which the programmer can program agents that can revise their plans during
execution of the agent. This is a distinguishing feature of 3APL compared to
other agent programming languages and architectures [11, 12, 13, 14]. The idea
is, that an agent should not blindly execute an adopted plan, but it should be
able to revise it under certain conditions. As this paper focusses on the plan
revision aspect of 3APL, we consider a version of the language with only beliefs
and plans, i.e., without goals. We will use a propositional and otherwise slightly
simplified variant of the original 3APL language as defined in [4].

In 3APL, the plan revision capabilities can be programmed through plan
revision rules. These rules consist of a head and a body, both representing a
plan. A plan is basically a sequence of so-called basic actions. These actions can
be executed. The idea is, informally, that an agent can apply a rule if it has a plan
corresponding to the head of this rule, resulting in the replacement of this plan
by the plan in the body of the rule. The introduction of these capabilities now
gives rise to interesting issues concerning the characteristics of plan execution,
as will become clear in the sequel. This has implications for reasoning about the
result of plan execution and therefore for the formal verification of 3APL agents,
which we are concerned with in this paper.

To be more specific, after defining (a simplified version of) 3APL and its
semantics (section 2), we propose a dynamic logic for proving properties of 3APL
plans in the context of plan revision rules (section 3). For this logic, we provide
a sound and complete axiomatization (section 4).

As for related work, verification of agents programmed in an agent program-
ming language has for example been addressed in [15]. This paper addresses
model checking of the agent programming language AgentSpeak. A sketch of
a dynamic logic to reason about 3APL agents has been given in [5]. This logic
however is designed to reason about a 3APL interpreter or deliberation language,
whereas in this paper we take a different viewpoint and reason about plans. In
[16], a programming logic (without axiomatization) was given for a fragment of
3APL without plan revision rules. Further, the operational semantics of plan
revision rules is similar to that of procedures in procedural programming. In
fact, plan revision rules can be viewed as an extension of procedures. Logics
and semantics for procedural languages are for example studied in De Bakker
[17]. Although the operational semantics of procedures and plan revision rules
are similar, techniques for reasoning about procedures cannot be used for plan

2 A change in the environment is a possible “side effect” of the execution of a plan.



18 M.B. van Riemsdijk, F.S. de Boer, and J.-J. Ch. Meyer

revision rules. This is due to the fact that the introduction of these rules results
in the semantics of the sequential composition operator no longer being com-
positional (see section 3). This issue has also been considered from a semantic
perspective in [18, 19]. In [20], a framework for planning in dynamic environ-
ments is presented in a logic programming setting. The approach is based on
hierarchical task network planning. The motivation for that work is similar to
the motivation for the introduction of plan revision rules.

To the best of our knowledge, this is the first attempt to design a logic and
deductive system for plan revision rules or similar language constructs. Consid-
ering the semantic difficulties that arise with the introduction of this type of
construct, it is not a priori obvious that it would be possible at all to design a
deductive system to reason about these constructs. The main aim of this work
was thus to investigate whether it is possible to define such a system and in
this way also to get a better theoretical understanding of the construct of plan
revision rules. Whether the system presented in this paper is also practically
useful to verify 3APL agents, remains to be seen and will be subject to further
research.

2 3APL

2.1 Syntax

Below, we define belief bases and plans. A belief base is a set of propositional
formulas. A plan is a sequence of basic actions and abstract plans. Basic actions
can be executed, resulting in a change to the beliefs of the agent. An abstract
plan can, in contrast with basic actions, not be executed directly in the sense
that it updates the belief base of an agent. Abstract plans serve as an abstraction
mechanism like procedures in procedural programming. If a plan consists of an
abstract plan, this abstract plan could be transformed into basic actions through
the application of plan revision rules, which will be introduced below3.

In the sequel, a language defined by inclusion shall be the smallest language
containing the specified elements.

Definition 1. (belief bases) Assume a propositional language L with typical
formula q and the connectives ∧ and ¬ with the usual meaning. Then the set of
belief bases Σ with typical element σ is defined to be ℘(L).4

Definition 2. (plans) Assume that a set BasicAction with typical element a is
given, together with a set AbstractPlan with typical element p. Then the set of
plans Π with typical element π is defined as follows:

– BasicAction ∪ AbstractPlan ⊆ Π,
– if c ∈ (BasicAction ∪ AbstractPlan) and π ∈ Π then c ;π ∈ Π.

3 Abstract plans could also be modelled as non-executable basic actions.
4 ℘(L) denotes the powerset of L.
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Basic actions and abstract plans are called atomic plans and are typically de-
noted by c. For technical convenience, plans are defined to have a list structure,
which means strictly speaking, that we can only use the sequential composition
operator to concatenate an atomic plan and a plan, rather than concatenating
two arbitrary plans. In the following, we will however also use the sequential
composition operator to concatenate arbitrary plans π1 and π2 yielding π1;π2.
The operator should in this case be read as a function taking two plans that
have a list structure and yielding a new plan that also has this structure. The
plan π1 will thus be the prefix of the resulting plan.

We use ε to denote the empty plan, which is an empty list. The concatenation
of a plan π and the empty list is equal to π, i.e., ε;π and π; ε are identified with
π.

A plan and a belief base can together constitute a so-called configuration.
During computation or execution of the agent, the elements in a configuration
can change.

Definition 3. (configuration) Let Σ be the set of belief bases and let Π be the
set of plans. Then Π ×Σ is the set of configurations of a 3APL agent.

Plan revision rules consist of a head πh and a body πb. Informally, an agent that
has a plan πh, can replace this plan by πb when applying a plan revision rule of
this form.

Definition 4. (plan revision (PR) rules) The set of PR rules R is defined as
follows: R = {πh � πb | πh, πb ∈ Π,πh �= ε}.5

Take for example a plan a; b where a and b are basic actions, and a PR rule
a; b � c. The agent can then either execute the actions a and b one after the
other, or it can apply the PR rule yielding a new plan c, which can in turn be
executed. A plan p consisting of an abstract plan cannot be executed, but can
only be transformed using a procedure-like PR rule such as p � a.

Below, we provide the definition of a 3APL agent. The function T , taking a
basic action and a belief base and yielding a new belief base, is used to define
how belief bases are updated when a basic action is executed.

Definition 5. (3APL agent) A 3APL agent A is a tuple
〈Rule, T 〉 where Rule ⊆ R is a finite set of PR rules and T : (BasicAction×σ)→ σ
is a partial function, expressing how belief bases are updated through basic ac-
tion execution.

2.2 Semantics

The semantics of a programming language can be defined as a function taking a
statement and a state, and yielding the set of states resulting from executing the

5 In [4], PR rules were defined to have a guard, i.e., rules were of the form πh | φ � πb.

For a rule to be applicable, the guard should then hold. For technical convenience

and because we want to focus on the plan revision aspect of these rules, we however

leave out the guard in this paper. The results could be extended for rules with a

guard.
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initial statement in the initial state. In this way, a statement can be viewed as
a transformation function on states. In 3APL, plans can be seen as statements
and belief bases as states on which these plans operate. There are various ways
of defining a semantic function and in this paper we are concerned with the
so-called operational semantics (see for example De Bakker [17] for details on
this subject).

The operational semantics of a language is usually defined using transition
systems [21]. A transition system for a programming language consists of a set of
axioms and derivation rules for deriving transitions for this language. A transi-
tion is a transformation of one configuration into another and it corresponds to a
single computation step. Let A = 〈Rule, T 〉 be a 3APL agent and let BasicAction
be a set of basic actions. Below, we give the transition system TransA for our sim-
plified 3APL language, which is based on the system given in [4]. This transition
system is specific to agent A.

There are two kinds of transitions, i.e., transitions describing the execution
of basic actions and those describing the application of a plan revision rule. The
transitions are labelled to denote the kind of transition. A basic action at the
head of a plan can be executed in a configuration if the function T is defined for
this action and the belief base in the configuration. The execution results in a
change of belief base as specified through T and the action is removed from the
plan.

Definition 6. (action execution) Let a ∈ BasicAction.

T (a, σ) = σ′

〈a;π, σ〉 →exec 〈π, σ′〉

A plan revision rule can be applied in a configuration if the head of the rule is
equal to a prefix of the plan in the configuration. The application of the rule
results in the revision of the plan, such that the prefix equal to the head of the
rule is replaced by the plan in the body of the rule. A rule a; b � c can for
example be applied to the plan a; b; c, yielding the plan c; c. The belief base is
not changed through plan revision.

Definition 7. (rule application) Let ρ : πh � πb ∈ Rule.

〈πh;π, σ〉 →app 〈πb;π, σ〉

In the sequel, it will be useful to have a function taking a PR rule and a plan,
and yielding the plan resulting from the application of the rule to this given
plan. Based on this function, we also define a function taking a set of PR rules
and a plan and yielding the set of rules applicable to this plan.

Definition 8. (rule application) Let R be the set of PR rules and let Π be
the set of plans. Let ρ : πh � πb ∈ R and π, π′ ∈ Π. The partial function
apply : (R×Π) → Π is then defined as follows.

apply(ρ)(π) =

{
πb;π

′ if π = πh;π′,
undefined otherwise.
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The function applicable : (℘(R) × Π) → ℘(R) yielding the set of rules appli-
cable to a certain plan, is then as follows: applicable(Rule, π) = {ρ ∈ Rule |
apply(ρ)(π) is defined}.

Using the transition system, individual transitions can be derived for a 3APL
agent. These transitions can be put in sequel, yielding transition sequences. From
a transition sequence, one can obtain a computation sequence by removing the
plan component of all configurations occurring in the transition sequence. In the
following definitions, we formally define computation sequences and we specify
the function yielding these sequences, given an initial configuration.

Definition 9. (computation sequences) The set Σ+ of finite computation se-
quences is defined as {σ1, . . . , σi, . . . , σn | σi ∈ Σ, 1 ≤ i ≤ n, n ∈ N}.

Definition 10. (function for calculating computation sequences) Let
xi ∈ {exec, app} for 1 ≤ i ≤ m. The function CA : (Π × Σ) → ℘(Σ+) is
then as defined below.

CA(π, σ) = {σ, . . . , σm ∈ Σ+ | θ = 〈π, σ〉 →x1 . . . →xm
〈ε, σm〉

is a finite sequence of transitions in TransA}.

Note that we only take into account successfully terminating transition se-
quences, i.e., those sequences ending in a configuration with an empty plan.
Using the function defined above, we can now define the operational semantics
of 3APL.

Definition 11. (operational semantics) Let κ : ℘(Σ+) → ℘(Σ) be a function
yielding the last elements of a set of finite computation sequences, which is
defined as follows: κ(Δ) = {σn | σ1, . . . , σn ∈ Δ}. The operational semantic
function OA : Π → (Σ → ℘(Σ)) is defined as follows:

OA(π)(σ) = κ(CA(π, σ)).

We will sometimes omit the superscript A from functions as defined above, for
reasons of presentation. The example below is used to explain the definition of
the operational semantics.

Example 1. Let A be an agent with PR rules {p; a � b, p � c}, where p is an
abstract plan and a, b, c are basic actions. Let σa be the belief base resulting
from the execution of a in σ, i.e., T (a, σ) = σa, let be σab the belief resulting
from executing first a and then b in σ, etc.

Then CA(p; a)(σ) = {(σ, σ, σb), (σ, σ, σc, σca)}, which is based on the transi-
tion sequences 〈p; a, σ〉 →app 〈b, σ〉 →exec 〈ε, σb〉 and 〈p; a, σ〉 →app 〈c; a, σ〉 →exec

〈a, σc〉 →exec 〈ε, σca〉. We thus have that OA(p; a)(σ) = {σb, σca}.



22 M.B. van Riemsdijk, F.S. de Boer, and J.-J. Ch. Meyer

3 Dynamic Logic

In programming language research, an important area is the specification and
verification of programs. Program logics are designed to facilitate this process.
One such logic is dynamic logic [22, 23], with which we are concerned in this
paper. In dynamic logic, programs are explicit syntactic constructs in the logic.
To be able to discuss the effect of the execution of a program π on the truth of
a formula φ, the modal construct [π]φ is used. This construct intuitively states
that in all states in which π halts, the formula φ holds.

Programs in general are constructed from atomic programs and composition
operators. An example of a composition operator is the sequential composition
operator (;), where the program π1;π2 intuitively means that π1 is executed first,
followed by the execution of π2. The semantics of such a compound program can
in general be determined by the semantics of the parts of which it is composed.
This compositionality property allows analysis by structural induction (see also
[24]), i.e., analysis of a compound statement by analysis of its parts. Analysis of
the sequential composition operator by structural induction can in dynamic logic
be expressed by the following formula, which is usually a validity: [π1;π2]φ ↔
[π1][π2]φ. For 3APL plans on the contrary, this formula does not always hold.
This is due to the presence of PR rules.

We will informally explain this using the 3APL agent of example 1. As ex-
plained, the operational semantics of this agent, given initial plan p; a and initial
state σ, is as follows: O(p; a)(σ) = {σb, σca}. Now compare the result of first “ex-
ecuting”6 p in σ and then executing a in the resulting belief base, i.e., compare
the set O(a)(O(p)(σ)). In this case, there is only one successfully terminating
transition sequence and it ends in σca, i.e., O(a)(O(p)(σ)) = {σca}. Now, if it
would be the case that σca |= φ but σb �|= φ, the formula [p; a]φ ↔ [p][a]φ would
not hold7.

Analysis of plans by structural induction in this way thus does not work for
3APL. In order to be able to prove correctness properties of 3APL programs
however, one can perhaps imagine that it is important to have some kind of
induction. As we will show in the sequel, the kind of induction that can be
used to reason about 3APL programs, is induction on the number of PR rule
applications in a transition sequence. We will introduce a dynamic logic for 3APL
based on this idea.

3.1 Syntax

In order to be able to do induction on the number of PR rule applications in
a transition sequence, we introduce so-called restricted plans. These are plans,

6 We will use the word “execution” in two ways. Firstly, as in this context, we will use

it to denote the execution of an arbitrary plan in the sense of going through several

transition of type exec or app, starting in a configuration with this plan and resulting

in some final configurations. Secondly, we will use it to refer to the execution of a

basic action in the sense of going through a transition of type exec.
7 In particular, the implication would not hold from right to left.



Dynamic Logic for Plan Revision in Intelligent Agents 23

annotated with a natural number8. Informally, if the restriction parameter of a
plan is n, the number of rule applications during execution of this plan cannot
exceed n.

Definition 12. (restricted plans) Let Π be the language of plans and let N− =
N ∪ {−1}. Then, the language Πr of restricted plans is defined as {π�n | π ∈
Π,n ∈ N−}.

Below, we define the language of dynamic logic in which properties of 3APL
agents can be expressed. In the logic, one can express properties of restricted
plans. As will become clear in the sequel, one can prove properties of the plan
of a 3APL agent by proving properties of restricted plans.

Definition 13. (plan revision dynamic logic (PRDL)) Let π �n∈ Πr be a re-
stricted plan. Then the language of dynamic logic LPRDL with typical element φ
is defined as follows:

– L ⊆ LPRDL,
– if φ ∈ LPRDL, then [π�n]φ ∈ LPRDL,
– if φ, φ′ ∈ LPRDL, then ¬φ ∈ LPRDL and φ ∧ φ′ ∈ LPRDL.

3.2 Semantics

In order to define the semantics of PRDL, we first define the semantics of re-
stricted plans. As for ordinary plans, we also define an operational semantics for
restricted plans. We do this by defining a function for calculating computation
sequences, given an initial restricted plan and a belief base.

Definition 14. (function for calculating computation sequences) Let
xi ∈ {exec, app} for 1 ≤ i ≤ m. Let Napp(θ) be a function yielding the number
of transitions of the form si →app si+1 in the sequence of transitions θ. The
function CAr : (Πr ×Σ) → ℘(Σ+) is then as defined below.

CAr (π�n, σ) = {σ, . . . , σm ∈ Σ+ | θ = 〈π, σ〉 →x1 . . . →xm
〈ε, σm〉

is a finite sequence of transitions in TransA where 0 ≤ Napp(θ) ≤ n}

As one can see in the definition above, the computation sequences CAr (π�n, σ)
are based on transition sequences starting in configuration 〈π, σ〉. The number
of rule applications in these transition sequences should be between 0 and n, in
contrast with the function CA of definition 10, in which there is no restriction
on this number.

Based on the function CAr , we define the operational semantics of restricted
plans by taking the last elements of the computation sequences yielded by CAr .
The set of belief bases is empty if the restriction parameter is equal to −1.

8 Or with the number −1. The number −1 is introduced for technical convenience and

it will become clear in the sequel why we need this.



24 M.B. van Riemsdijk, F.S. de Boer, and J.-J. Ch. Meyer

Definition 15. (operational semantics) Let κ be as in definition 11. The oper-
ational semantic function OA

r : Πr → (Σ → ℘(Σ)) is defined as follows:

OA
r (π�n)(σ) =

{
κ(CAr (π�n, σ)) if n ≥ 0,
∅ if n = −1.

In the following proposition, we relate the operational semantics of plans and
the operational semantics of restricted plans.

Proposition 1. ⋃
n∈ N

Or(π�n)(σ) = O(π)(σ)

Proof. Immediate from definitions 15, 14, 11 and 10.

Using the operational semantics of restricted plans, we can now define the se-
mantics of the dynamic logic.

Definition 16. (semantics of PRDL) Let q ∈ L be a propositional formula, let
φ, φ′ ∈ LPRDL and let |=L be the entailment relation defined for L as usual. The
semantics |=A of LPRDL is then as defined below.

σ |=A q ⇔ σ |=L q
σ |=A [π�n]φ ⇔ ∀σ′ ∈ OA

r (π�n)(σ) : σ′ |=A φ
σ |=A ¬φ ⇔ σ �|=A φ
σ |=A φ ∧ φ′ ⇔ σ |=A φ and σ |=A φ′

As OA
r is defined in terms of agent A, so is the semantics of LPRDL. We use

the subscript A to indicate this. Let Rule ⊆ R be a finite set of PR rules. If
∀T , σ : σ |=〈Rule,T 〉 φ, we write |=Rule φ.

In the dynamic logic PRDL, one can express properties of restricted plans,
rather than of ordinary 3APL plans. The operational semantics of ordinary plans
O and of restricted plans Or are however related (proposition 1). As the seman-
tics of the construct [π�n]σ is defined in terms of Or, we can use this construct
to specify properties of 3APL plans, as shown by the following corollary.

Corollary 1.

∀n ∈ N : σ |=A [π�n]φ ⇔ ∀σ′ ∈ OA(π)(σ) : σ′ |=A φ

Proof. Immediate from proposition 1 and definition 16.

4 The Axiom System

In order to prove properties of restricted plans, we propose a deductive system
for PRDL in this section. Rather than proving properties of restricted plans,
the aim is however to prove properties of 3APL plans. We thus want to prove
properties of the form ∀n ∈ N : [π�n]φ, as these are directly related to 3APL by
corollary 1. The idea now is, that these properties can be proven by induction
on n. We will explain this in more detail after introducing the axiom system for
restricted plans.
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Definition 17. (axiom system (ASRule)) Let BasicAction be a set of basic ac-
tions, AbstractPlan be a set of abstract plans and Rule ⊆ R be a finite set of
PR rules. Let a ∈ BasicAction, let p ∈ AbstractPlan, let c ∈ (BasicAction ∪
AbstractPlan) and let ρ range over applicable(Rule, c;π). The following are then
the axioms of the system ASRule.

(PRDL1) [π�−1]φ
(PRDL2) [p�0]φ
(PRDL3) [ε�n]φ ↔ φ if 0 ≤ n
(PRDL4) [c;π�n]φ↔ [c�0][π�n]φ ∧

∧
ρ[apply(ρ, c;π)�n−1]φ if 0 ≤ n

(PL) axioms for propositional logic
(PDL) [π�n](φ → φ′) → ([π�n]φ→ [π�n]φ′)

The following are the rules of the system ASRule.

(GEN)
φ

[π�n]φ

(MP)
φ1, φ1 → φ2

φ2

As the axiom system is relative to a given set of PR rules Rule, we will use the
notation �Rule φ to specify that φ is derivable in the system ASRule above.

The idea is that properties of the form ∀n ∈ N : �Rule [π�n]φ can be proven by
induction on n as follows. If we can prove [π�0]φ and ∀n ∈ N : ([π�n]φ �Rule [π�n+1

]φ), we can conclude the desired property. These premises should be proven using
the axiom system above. Consider for example an agent with a PR rule a � a; a
and assume that T is defined such that [a�0]φ. One can then prove ∀n : [a�n]φ
by proving [a�n]φ �Rule [a�n+1]φ, for arbitrary n.

We will now explain the PRDL axioms of the system. The other axioms and
the rules are standard for propositional dynamic logic (PDL) [22]. We start by
explaining the most interesting axiom: (PRDL4). We first observe that there are
two types of transitions that can be derived for a 3APL agent: action execution
and rule application (see definitions 6 and 7). Consider a configuration 〈a;π, σ〉
where a is a basic action. Then during computation, possible next configurations
are 〈π, σ′〉9 (action execution) and 〈apply(ρ, a;π), σ〉 (rule application) where ρ
ranges over the applicable rules, i.e., applicable(Rule, a;π)10. We can thus analyze
the plan a;π by analyzing π after the execution of a, and the plans resulting
from applying a rule, i.e., apply(ρ, a;π)11. The execution of an action can be

9 Assuming that T (a, σ) = σ′.
10 See definition 8 for the definitions of the functions apply and applicable.
11 Note that one could say we analyze a plan a; π partly by structural induction, as it

is partly analyzed in terms of a and π.
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represented by the number 0 as restriction parameter, yielding the first term of
the right-hand side of (PRDL4): [a�0][π�n]φ12. The second term is a conjunction
of [apply(ρ, c;π)�n−1]φ over all applicable rules ρ. The restriction parameter is
n−1 as we have “used” one of our n permitted rule applications. The first three
axioms represent basic properties of restricted plans. (PRDL1) can be used to
eliminate the second term on the right-hand side of axiom (PRDL4), if the left-
hand side is [c;π�0]φ. (PRDL2) can be used to eliminate the first term on the
right-hand side of (PRDL4), if c is an abstract plan. As abstract plans can only
be transformed through rule application, there will be no resulting states if the
restriction parameter of the abstract plan is 0, i.e., if no rule applications are
allowed. (PRDL3) states that if φ is to hold after execution of the empty plan, it
should hold “now”. It can be used to derive properties of an atomic plan c, by
using axiom (PRDL4) with the plan c; ε.

Example 2. Let A be an agent with one PR rule, i.e., Rule = {a; b � c} and let
T be such that [a�0]φ, [b�0]φ and [c�0]φ. We now want to prove that ∀n : [a; b�n]φ.
We have [a; b�0]φ by using that this is equivalent to [a�0][b�0]φ by proposition
3 (section 4.1). The latter formula can be derived by applying (GEN) to [b�0]φ.
We prove ∀n ∈ N : ([a; b�n]φ �Rule [a; b�n+1]φ) by taking an arbitrary n and
proving that [a; b�n]φ �Rule [a; b�n+1]φ. Using (PRDL4) and (PRDL3), we have
the following equivalences. In order to apply (PRDL4) to the conjunct [c�n−1]φ,
n has to be greater than 0. This is however not a problem, as the result was
proven separately for n = 0.

[a; b�n]φ ↔ [a�0][b�n]φ ∧ [c�n−1]φ
↔ [a�0][b�0][ε�n]φ ∧ [c�0][ε�n−1]φ
↔ [a�0][b�0]φ ∧ [c�0]φ

Similarly, we have the following equivalences for [a; b�n+1]φ, yielding the desired
result.

[a; b�n+1]φ ↔ [a�0][b�n+1]φ ∧ [c�n]φ
↔ [a�0][b�0][ε�n+1]φ ∧ [c�0][ε�n]φ
↔ [a�0][b�0]φ ∧ [c�0]φ

4.1 Soundness and Completeness

The axiom system of definition 17 is sound.

Theorem 1. (soundness) Let φ ∈ LPRDL. Let Rule ⊆ R be an arbitrary finite
set of PR rules. Then the axiom system ASRule is sound, i.e.:

�Rule φ ⇒ |=Rule φ.

Proof. We prove soundness of the PRDL axioms of the system ASRule.
(PRDL1) The proof is through observing that Or(π�−1)(σ) = ∅ by definition 15.

12 In our explanation, we consider the case where c is a basic action, but the axiom

holds also for abstract plans.
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(PRDL2) The proof is analogous to the proof of axiom (PRDL1), with p for π
and 0 for −1 and using definition 6 to derive that OA

r (p�0)(σ) = ∅.
(PRDL3) The proof is through observing that κ(Cr(ε�n, σ)) = {σ} by definition
14.
(PRDL4) Let π ∈ Π be an arbitrary plan and φ ∈ LPRDL be an arbitrary PRDL
formula.
To prove: ∀T , σ : σ |=〈Rule,T 〉 [c;π�n]φ ↔ [c�0][π�n]φ ∧

∧
ρ[apply(ρ, c;π)�n−1]φ,

i.e.:

∀T , σ : σ |=〈Rule,T 〉 [c;π�n]φ ⇔ ∀T , σ : σ |=〈Rule,T 〉 [c�0][π�n]φ and

∀T , σ : σ |=〈Rule,T 〉
∧
ρ

[apply(ρ, c;π)�n−1]φ.

Let σ ∈ Σ be an arbitrary belief base and let T be an arbitrary belief update
function. Assume c ∈ BasicAction and furthermore assume that 〈c;π, σ〉 →execute

〈π, σ1〉 is a transition in TransA, i.e., κ(CAr (c�0, σ)) = {σ1} by definition 14. Let
ρ range over applicable(Rule, c;π). Now, observe the following by definition 14:

κ(CAr (c;π�n, σ)) = κ(CAr (π�n, σ1)) ∪
⋃
ρ

κ(CAr (apply(ρ, c;π)�n−1, σ)). (1)

If c ∈ AbstractPlan or if a transition of the form 〈c;π, σ〉 →execute 〈π, σ1〉 is not
derivable, the first term of the right-hand side of (1) is empty.

(⇒) Assume σ |=Rule [c;π�n]φ, i.e., by definition 16 ∀σ′ ∈ OA
r (c;π�n, σ) : σ′ |=Rule

φ, i.e., by definition 15:

∀σ′ ∈ κ(CAr (c;π�n, σ)) : σ′ |=Rule φ. (2)

To prove: (A) σ |=Rule [c�0][π�n]φ and (B) σ |=Rule

∧
ρ[apply(ρ, c;π)�n−1]φ.

(A) If c ∈ AbstractPlan or if a transition of the form 〈c;π, σ〉 →execute 〈π, σ1〉 is
not derivable, the desired result follows immediately from axiom (PRDL2) or an
analogous proposition for non executable basic actions. If c ∈ BasicAction, we
have the following from definitions 16 and 15.

σ |=Rule [c�0][π�n]φ ⇔ ∀σ′ ∈ OA
r (c�0, σ) : σ′ |=Rule [π�n]φ

⇔ ∀σ′ ∈ OA
r (c�0, σ) : ∀σ′′ ∈ OA

r (π�n, σ′) : σ′′ |=Rule φ
⇔ ∀σ′ ∈ κ(CAr (c�0, σ)) : ∀σ′′ ∈ κ(CAr (π�n, σ′)) : σ′′ |=Rule φ
⇔ ∀σ′′ ∈ κ(CAr (π�n, σ1)) : σ′′ |=Rule φ

(3)

From 1, we have that κ(CAr (π�n, σ1)) ⊆ κ(CAr (c;π�n, σ)). From this and assump-
tion (2), we can now conclude the desired result (3).

(B) Let c ∈ (BasicAction ∪ AbstractPlan) and let ρ ∈ applicable(Rule, c;π). Then
we want to prove σ |=Rule [apply(ρ, c;π)�n−1]φ. From definitions 16 and 15, we
have the following.

σ |=Rule [apply(ρ, c;π)�n−1]φ ⇔ ∀σ′ ∈ OA
r (apply(ρ, c;π)�n−1, σ) : σ′ |=Rule φ

⇔ ∀σ′ ∈ κ(CAr (apply(ρ, c;π)�n−1, σ)) : σ′ |=Rule φ

(4)
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From 1, we have that κ(CAr (apply(ρ, c;π)�n−1, σ)) ⊆ κ(CAr (c;π�n, σ)). From this
and assumption (2), we can now conclude the desired result (4).

(⇐) Assume σ |=Rule [c�0][π�n]φ and σ |=Rule

∧
ρ[apply(ρ, c;π)�n−1]φ, i.e., ∀σ′ ∈

κ(CAr (π�n, σ1)) : σ′ |=Rule φ (3) and ∀σ′ ∈ κ(CAr (apply(ρ, c;π)�n−1, σ)) : σ′ |=Rule

φ (4).
To prove: σ |=Rule [c;π �n]φ, i.e., ∀σ′ ∈ κ(CAr (c;π �n, σ)) : σ′ |=Rule φ (2). If
c ∈ AbstractPlan or if a transition of the form 〈c;π, σ〉 →execute 〈π, σ1〉 is not
derivable, we have that κ(CAr (c;π�n, σ)) =

⋃
ρ κ(CAr (apply(ρ, c;π)�n−1, σ)) (1).

From this and the assumption, we have the desired result.
If c ∈ BasicAction and a transition of the form 〈c;π, σ〉 →execute 〈π, σ1〉 is

derivable, we have (1). From this and the assumption, we again have the desired
result.

In order to prove completeness of the axiom system, we first prove proposition
2, which says that any formula from LPRDL can be rewritten into an equivalent
formula where all restriction parameters are 0. This proposition is proven by
induction on the size of formulas. The size of a formula is defined by means of
the function size : LPRDL → N3. This function takes a formula from LPRDL and
yields a triple 〈x, y, z〉, where x roughly corresponds to the sum of the restriction
parameters occurring in the formula, y roughly corresponds to the sum of the
length of plans in the formula and z is the length of the formula.

Definition 18. (size) Let the following be a lexicographic ordering on tuples
〈x, y, z〉 ∈ N3:

〈x1, y1, z1〉 < 〈x2, y2, z2〉 iff x1 < x2 or

(x1 = x2 and y1 < y2) or (x1 = x2 and y1 = y2 and z1 < z2).

Let max be a function yielding the maximum of two tuples from N3 and let f
and s respectively be functions yielding the first and second element of a tuple.
Let l be a function yielding the number of symbols of a syntactic entity and let
q ∈ L. The function size : LPRDL → N3 is then as defined below.

size(q) = 〈0, 0, l(q)〉

size([π�n]φ) =

{
〈n + f(size(φ)), l(π) + s(size(φ)), l([π�n]φ)〉 if n > 0
〈f(size(φ)), s(size(φ)), l([π�n]φ)〉 otherwise

size(¬φ) = 〈f(size(φ)), s(size(φ)), l(¬φ)〉
size(φ ∧ φ′) = 〈f(max(size(φ), size(φ′))), s(max(size(φ), size(φ′))), l(φ ∧ φ′)〉

In the proof of proposition 2, we use the following lemma. The first clause spec-
ifies that the right-hand side of axiom (PRDL4) is smaller than the left-hand
side. This axiom will usually be used by applying it from left to right to prove a
formula such as [π�n]φ. Intuitively, the fact that the formula will get “smaller”
as specified through the function size, suggests convergence of the deduction
process.

Lemma 1. Let φ ∈ LPRDL, let c ∈ (BasicAction ∪ AbstractPlan), let ρ range
over applicable(Rule, c;π) and let n > 0. The following then holds:
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1. size([c�0][π�n]φ ∧
∧

ρ[apply(ρ, c;π)�n−1]φ) < size([c;π�n]φ),
2. size(φ) < size(φ ∧ φ′) and size(φ′) < size(φ ∧ φ′).

Proof. The proof is simply by applying definition 18.

Proposition 2. Any formula φ ∈ LPRDL can be rewritten into an equivalent
formula φPDL where all restriction parameters are 0, i.e.:

∀φ ∈ LPRDL : ∃φPDL ∈ LPRDL : size(φPDL) = 〈0, 0, l(φPDL)〉 and �Rule φ ↔ φPDL.

Proof. The fact that a formula φ has the property that it can be rewritten as
specified in the proposition, will be denoted by PDL(φ) for reasons that will
become clear in the sequel. The proof is by induction on size(φ).

– φ ≡ q
size(q) = 〈0, 0, l(q)〉 and let qPDL = q, then PDL(q).

– φ ≡ [π�n]φ′

If n = −1, we have that [π�n]φ′ is equivalent with � (PRDL1). As PDL(�),
we also have PDL([π�n]φ′) in this case.

Let n = 0. We then have that size([π�n]φ′) = 〈f(size(φ′)), s(size(φ′)),
l([π�n]φ′)〉 is greater than size(φ′) = 〈f(size(φ′)), s(size(φ′)), l(φ′)〉. By in-
duction, we then have PDL(φ′), i.e., φ′ can be rewritten into an equivalent
formula φ′

PDL, such that size(φ′
PDL) = 〈0, 0, l(φ′

PDL)〉. As size([π�n]φ′
PDL) =

〈0, 0, l([π�n]φ′
PDL)〉, we have PDL([π�n]φ′

PDL) and therefore PDL([π�n]φ′).
Let n > 0. Let π ≡ ε. By lemma 1, we have size(φ′) < size([ε�n]φ′).

Therefore, by induction, PDL(φ′). As [ε�n]φ′ is equivalent with φ′ by axiom
(PRDL3), we also have PDL([ε�n]φ′). Now let π ≡ c;π′ and let L = [c;π′�n]φ′

and R = [c�0][π′�n]φ′ ∧
∧

ρ[apply(ρ, c;π′)�n−1]φ
′. By lemma 1, we have that

size(R) < size(L). Therefore, by induction, we have PDL(R). As R and L
are equivalent by axiom (PRDL4), we also have PDL(L), yielding the desired
result.

– φ ≡ ¬φ′

We have that size(¬φ′) = 〈f(size(φ′)), s(size(φ′)), l(¬φ′)〉, which is greater
than size(φ′). By induction, we thus have PDL(φ′) and
size(φ′

PDL) = 〈0, 0, l(φ′
PDL)〉. Then, size(¬φ′

PDL) = 〈0, 0, l(¬φ′
PDL)〉 and thus

PDL(¬φ′
PDL) and therefore PDL(¬φ′).

– φ ≡ φ′ ∧ φ′′

By lemma 1, we have size(φ′) < size(φ′ ∧φ′′) and size(φ′′) < size(φ′ ∧φ′′).
Therefore, by induction, PDL(φ′) and PDL(φ′′) and therefore size(φ′

PDL) =
〈0, 0, l(φ′

PDL)〉 and size(φ′′
PDL) = 〈0, 0, l(φ′′

PDL)〉. Then, size(φ′
PDL ∧ φ′′

PDL) =
〈0, 0, l(φ′

PDL∧φ′′
PDL)〉 and therefore size((φ′∧φ′′)PDL) = 〈0, 0, l((φ′∧φ′′)PDL)〉

and we can conclude PDL((φ′ ∧ φ′′)PDL) and thus PDL(φ′ ∧ φ′′).

Although structural induction is not possible for plans in general, it is possible
if we only consider action execution, i.e., if the restriction parameter is 0. This is
specified in the following proposition, from which we can conclude that a formula
φ with size(φ) = 〈0, 0, l(φ)〉 satisfies all standard PDL properties.
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Proposition 3. (sequential composition) Let Rule ⊆ R be a finite set of PR
rules. The following is then derivable in the axiom system ASRule.

�Rule [π1;π2�0]φ ↔ [π1�0][π2�0]φ

Proof. The proof is through repeated application of axiom (PRDL4), first from
left to right and then from right to left (also using axiom (PRDL1) to eliminate
the rule application part of the axiom).

Theorem 2. (completeness) Let φ ∈ LPRDL and let Rule ⊆ R be a finite set of
PR rules. Then the axiom system ASRule is complete, i.e.:

|=Rule φ ⇒ �Rule φ.

Proof. Let φ ∈ LPRDL. By proposition 2 we have that a formula φPDL exists such
that �Rule φ↔ φPDL and size(φPDL) = 〈0, 0, l(φPDL)〉 and therefore by soundness
of ASRule also |=Rule φ↔ φPDL. Let φPDL be a formula with these properties.

|=Rule φ ⇔ |=Rule φPDL (|=Rule φ↔ φPDL)
⇒ �Rule φPDL (completeness of PDL)
⇔ �Rule φ (�Rule φ↔ φPDL)

The second step in this proof needs some justification. The general idea is, that
all PDL axioms and rules are applicable to a formula φPDL and moreover, these
axioms and rules are contained in our axiom system ASRule. As PDL is complete,
we have |=Rule φPDL ⇒ �Rule φPDL. There are however some subtleties to be
considered, as our action language is not exactly the same as the action language
of PDL, nor is it a subset (at first sight).

In particular, the action language of PDL does not contain abstract plans or
the empty action ε. These are axiomatized in the system ASRule and the question
is, how these axioms relate to the axiom system for PDL. It turns out, that the
semantics of p�0 and ε�0 (or ε�n, for that matter) correspond respectively to
the special PDL actions fail (no resulting states if executed) and skip (the
identity relation). These actions are respectively defined as 0? and 1?. Filling
in these actions in the axiom for test ([ψ?]φ ↔ (ψ → φ)), we get the following,
corresponding exactly with the axioms (PRDL2) and (PRDL3).

[0?]φ ↔ (0→ φ) ⇔ [0?]φ ⇔ [fail]φ
[1?]φ ↔ (1→ φ) ⇔ [1?]φ ↔ φ ⇔ [skip]φ ↔ φ

Our axiom system is complete for formulas φPDL, because it contains the PDL
axioms and rules that are applicable to these formulas, that is, the axiom for
sequential composition, the axioms for fail and skip as stated above, the axiom
for distribution of box over implication and the rules (MP) and (GEN). The
axiom for sequential composition is not explicitly contained in ASRule, but is
derivable for formulas φPDL by proposition 3. Axiom (PRDL3), i.e., the more
general version of [ε�0]φ ↔ φ, is needed in the proof of proposition 2, which is
used elsewhere in this completeness proof.
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5 Conclusion and Future Research

In this paper, we presented a dynamic logic for reasoning about 3APL agents,
tailored to handle the plan revision aspect of the language. As we argued, 3APL
plans cannot be analyzed by structural induction. Instead, we proposed a logic
of restricted plans, which should be used to prove properties of 3APL plans by
doing induction on the restriction parameter.

Being able to do structural induction is usually considered an essential prop-
erty of programs in order to reason about them. As 3APL plans lack this prop-
erty, it is not at all obvious that it should be possible to reason about them,
especially using a clean logic with sound and complete axiomatization. The fact
that we succeeded in providing such a logic, thus at least demonstrates this
possibility.

We did some preliminary experiments in actually using the logic to prove
properties of certain 3APL agents. More research is however needed to establish
the practical usefulness of the logic to prove properties of 3APL agents and the
possibility to do for example automated theorem proving. In this light, incorpo-
ration of interaction with an environment in the semantics is also an important
issue for future research.
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Abstract. We provide a formal characterization of a notion of contex-

tual taxonomy, that is to say, a taxonomy holding only with respect to a

specific context. To this aim, a new proposal for dealing with “contexts

as abstract mathematical entities” is set forth, which is geared toward

solving some problems arising in the area of normative system specifica-

tions for modeling multi-agent systems. Contexts are interpreted as sets

of description logic models for different languages, and a number of op-

erations on contexts are defined. Using this framework, a simple scenario

taken from the legal domain is modeled, and a formal account of the so

called open-texture of legal terms is provided characterizing the notions

of “core” and “penumbra” of the meaning of a concept.

1 Introduction

The motivation of this work lies in problems stemming from the domain of
normative system specifications for modeling multi-agent systems ([1, 2]). In [3,
4, 5] contexts have been advocated to play a central role in the specification of
complex normative systems. The notion of context has obtained attention in AI
researches since the seminal work [6], and much work has been carried out with
regard to the logical analysis of this notion (see [7, 8] for an overview). With this
work, we intend to pursue this research line providing a logical framework for
dealing with a conception of context specifically derived from the aforementioned
application domain. We nevertheless deem that the formal analysis we are going
to present may give valuable insights for understanding contexts in general, also
outside our specific domain of interest.

In general, the purpose of the present work is to propose a framework for
grounding a new formal semantics of expressions such as: “A counts as B ([9])
in institution c”, or “B supervenes A in institution c” ([10]), or “A conventionally
generates B in institution c” ([11]), or “A translates (means) B in institution
c” ([5]). These expressions, known in legal theory as constitutive rules, will be
interpreted essentially as contextualized subsumption relations establishing tax-
onomies which hold only with respect to a specific (institutional) context. We
came to a notion of contextual taxonomy through the analysis of some well known
problems of underspecification, or more technically open-texture ([12]), typical of
legal terminologies. These vagueness-related issues constitute, more concretely,
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the direct target of the work. We quote here an excerpt from [13] neatly exposing
this type of problems.

[Suppose a] legal rule forbids you to take a vehicle into the public park.
Plainly this forbids an automobile, but what about bicycles, roller skates,
toy automobiles? What about airplanes? Are these, as we say, to be called
“vehicles” for the purpose of the rule or not? If we are to communicate
with each other at all, and if, as in the most elementary form of law, we
are to express our intentions that a certain type of behavior be regulated
by rules, then the general words we use like “vehicle” in the case I consider
must have some standard instance in which no doubts are felt about its
application. There must be a core of settled meaning, but there will be,
as well, a penumbra of debatable cases in which words are neither obvi-
ously applicable nor obviously ruled out. [. . . ] We may call the problems
which arise outside the hard core of standard instances or settled meaning
“problems of the penumbra”; they are always with us whether in relation
to such trivial things as the regulation of the use of the public park or in
relation to the multidimensional generalities of a constitution.

Given a general (regional) rule not allowing vehicles within public parks, there
might be a municipality allowing bicycles in its parks, and instead another one
not allowing them in. What counts as a vehicle according to the first municipal-
ity, and what counts as a vehicle according to the second one then? This type
of problems has been extensively approached especially from the perspective
of the formalization of defeasible reasoning: the regional rule “all vehicles are
banned from public parks” is defeated by the regulation of the first municipality
stating that “all vehicles that are bicycles are allowed in the park” and estab-
lishing thus an exception to the general directive. The formalization of norms via
non-monotonic techniques (see [14] for an overview) emphasizes the existence of
exceptions to norms while understanding abstract terms in the standard way (all
instances of bicycles are always vehicles). It has also been proposed to view the
inclusion rules themselves as defaults: “normally, if something is a bicycle, then
it is a vehicle” (for example [15, 5]). We deem these approaches, despite being
effective in capturing the reasoning patterns involved in these scenarios, to be
not adequate for analyzing problems related with the meaning of the terms that
trigger those reasoning patterns. Those reasoning patterns are defeasible because
the meaning of the terms involved is not definite, it is vague, it is -and this is
the thesis we hold here- context dependent1. We propose therefore to analyze
these “problems of the penumbra” in terms of the notion of context: according to
(in the context of) the public parks regulation of the first municipality bicycles
are not vehicles, according to (in the context of) the public parks regulation of
the second one bicycles are vehicles. This reading will be interpreted as follows:
“the subsumption of the concept bicycle under the concept vehicle holds in
the context of the first municipality, but not in the context of the second one”.

1 The issue of the relationship between contextuality and defeasibility has been raised

also in [7].
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A defeasible reasoning analysis leads to a quite different reading, which flattens
the meaning of concepts and handles its variations by means of the notion of ex-
ception: “every exceptional instance of bicycle is not an instance of vehicle”.
Bringing contexts into play will instead allow for a neat characterization of the
notions of “core” and “penumbra” of the meaning of a concept, a characteriza-
tion which is not obtainable via the use of a notion of exception.

The remainder of this paper is structured in accordance with the following
outline. In Section 2 we will introduce the notion of contextual taxonomy making
use of a concrete scenario; in Section 3 we will provide a formal framework based
on a very simple type of description logic which accounts for this concept; in
Section 4 we will provide a formalization of the scenario introduced, and we
will formally characterize the notions of conceptual “core” and “penumbra”; in
Section 5 we will discuss relations with other work; finally, in Section 6, some
conclusive remarks are made.

2 Contextualizing Taxonomies

Let us now depict a simple scenario in order to state in clear terms the example
used in the introduction.

Example 1. (The public park scenario) In the regulation governing access
to public parks in region R it is stated that: “vehicles are not allowed within
public parks”. In this regulation no mention is made of (possible) subconcepts
of the concept vehicle, e.g., cars, bicycles, which may help in identifying an
instance of vehicle. In municipal regulations subordinated to this regional one,
specific subconcepts are instead handled. In municipality M1, the following rule
holds: “bicycles are allowed to access public parks”. In M2 instead, it holds that:
“bicycles are not allowed to access public parks”. In both M1 and M2 it holds
that: “cars are not allowed in public parks”.

In this scenario the concept of vehicle is clearly open-textured. Instances of
car (w.r.t. the taxonomies presupposed by M1 and M2) are “core” instances
of vehicle, while instances of bicycle lay in the “penumbra” of vehicle. We
will constantly refer back to this example in the remaining of the work. In fact,
our first aim will be to provide a formal framework able to account for scenarios
formally analogous to the aforementioned one2.

Since the statement about the need for addressing “contexts as abstract
mathematical entities” in [6], many formalizations of the notion have been pro-
posed (see [7] or [8] for an overview). Our proposal pursues the line of developing
a semantic approach to the notion of context according to what was originally
presented in [16]. In that work contexts are formalized as sets of first order logic
models. They are then connected via a relation called compatibility relation,

2 Note that this scenario hides a typical form of contextual reasoning called “catego-

rization” ([8]), or “perspective” ([7]).
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which requires the sets of models constituting the different contexts to satisfy
sets of domain specific inter-contextual inference rules (bridge rules). This theory
has been variously used in work on specification of agent architectures ([17, 18])
where the stress lies in how contexts influence each other at a proof-theoretical
level rather than at a semantical one (what can can be inferred in this context,
given that something holds in some other context?). We follow the basic intuition
of understanding contexts as sets of models. Nevertheless, since we are mainly
interested in taxonomies, much simpler models will be used here3. Moreover, we
will partly depart from the proposal in [16] trying to characterize also a set of
operations meaningfully definable on contexts. In fact, what we are interested in
is also an articulate characterization of the interplay between contexts: how can
contexts be joined, abstracted, etc. Instead of focusing on bridge rules, which
have to be introduced outside and separately from the contexts, we will define
some operations on contexts such that all possible compatibility relations will
be generated by the semantics of the contexts alone. This will provide intrinsic
boundaries within which other bridge rules may later be defined.

To summarize, we will expose an approach to contexts which is driven by
intuitions stemming from the analysis of normative terminologies, and which is
based on description logic semantics.

3 A Formal Framework

The main requirements of the formal framework that we will develop are the
following ones.

1. It should enable the possibility of expressing lexical differences. A much ac-
knowledged characteristic of contextual reasoning is, indeed, that contexts
should be specified on different languages ([19, 20, 21, 22]). The context of
the national regulation about access to public parks should obviously be
specified on a vocabulary that radically differs from the vocabulary used
to specify the context of regulations about, for instance, immigration law:
public park regulations do not talk about immigrants. Moreover, in Exam-
ple 1, we observed that more concrete contexts make actually use of richer
vocabularies: talking about vehicles comes down to talk about cars, bicycles,
etc. In a nutshell, different contexts mean different ontologies and therefore
different languages.

2. It should provide a formal semantics (as general as possible) for contextual-
ized subsumption expressions, that is to say, for contextual taxonomies.

3. It should enable the possibility of describing operations between contexts.

Following these essential guidelines, a language and a semantics are introduced
in what follows. The language will make use of part of description logic syntax,
as regards the concept constructs, and will make use of a set of operators aimed
at capturing the interplay of contexts. In particular, we will introduce:

3 Basically models for description logic languages without roles. See Section 3.
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– A contextual conjunction operator. Intuitively, it will yield a composition
of contexts: the contexts “dinosaurs” and “contemporary reptiles” can be
intersected on a language talking about crocodiles generating a common less
general context like “crocodiles”.

– A contextual disjunction operator. Intuitively, it will yield a union of con-
texts: the contexts “viruses” and “bacterias” can be unified on a language
talking about microorganisms generating a more general context like “viral
or bacterial microorganisms”.

– A contextual negation operator. Intuitively, it will yield the context obtained
via subtraction of the context negated: the negation of the context “viruses”
on the language talking about microorganisms generates a context like “non
viral microorganisms”.

– A contextual abstraction operator. Intuitively, it will yield the context con-
sisting of some information extracted from the context to which the ab-
straction is applied: the context “crocodiles”, for instance, can be obtained
via abstraction of the context “reptiles” on the language talking only about
crocodiles. In other words, the operator prunes the information contained in
the context “reptiles” keeping only what is expressible in the language which
talks about crocodiles and abstracting from the rest.

Finally, also maximum and minimum contexts will be introduced: these will rep-
resent the most general, and respectively the less general, contexts on a language.
As it appears from this list of examples, operators will need to be indexed with
the language where the operation they denote takes place. The point is that
contexts always belong to a language, and so do operations on them4.

These intuitions about the semantics of context operators will be clarified
and made more rigorous in Section 3.2 where the semantics of the framework
will be presented, and in Section 4.1 where an example will be formalized.

3.1 Language

The language we are interested in defining is nothing but a formal metalanguage
for talking about sets of subsumption relations, i.e., what in description logic are
called terminological boxes (TBoxes). In fact, we consider only TBoxes specified
on very simple languages containing just atomic concepts and boolean opera-
tors5. We decided to keep the syntax of these languages poor mainly for two
reasons: firstly, because the use of boolean concept descriptions alone is enough

4 Note that indexes might be avoided considering operators interpreted on operations

taking place on one selected language, like the largest common language of the

languages of the two contexts. However, this would result in a lack of expressivity

that we prefer to avoid for the moment.
5 In fact, we are going to extend the language of propositional logic. Nevertheless, the

semantics we are going to use in Section 3.2 is not the semantics of propositional

logic, and it is instead of a description logic kind. For this reason we deem instructive

to refer to these simple languages also as description logic languages of the type ALC
([23]) but with an empty set of roles.
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to model the scenario depicted in Example 1; secondly, because this is still a
preliminary proposal with which we aim to show how contextual reasoning and
reasoning about vague notions are amenable to being handled on the basis of
computationally appealing logics. On this basis it will be natural, in future, to
consider also richer languages.

The alphabet of the language LCT (language for contextual taxonomies) con-
tains therefore the alphabets of a family of languages {Li}0≤i≤n. This family
is built on the alphabet of a given “global” language L which contains all the
terms occurring in the elements of the family. Moreover, we take {Li}0≤i≤n to
be such that, for each non-empty subset of terms of the language L, there exist
a Li which is built on that set and belongs to the family. Each Li contains a
non-empty finite set Ai of atomic concepts (A), the zeroary operators ⊥ (bottom
concept) and � (top concept), the unary operator ¬, and the binary operators
� and �6.

Besides, the alphabet of LCT contains a finite set of context identifiers c, two
families of zeroary operators {⊥i}0≤i≤n (minimum contexts) and {�i}0≤i≤n

(maximum contexts), two families of unary operators {absi}0≤i≤n (context ab-
straction operators) and {¬i}0≤i≤n (context negation operators), two families
of binary operators {�i}0≤i≤n (context conjunction operators) and {�i}0≤i≤n

(context disjunction operators), one context relation symbol � (context c1 “is at
most as general as” context c2) and a contextual subsumption relation symbol
“ . : .  .” (within context c, concept A1 is a subconcept of concept A2 ),
finally, the sentential connectives ∼ (negation) and ∧ (conjunction)7. Thus, the
set Ξ of context constructs (ξ) is defined through the following BNF:

ξ ::= c | ⊥i | �i | ¬i ξ | absi ξ | ξ1 �i ξ2 | ξ1 �i ξ2.

Concepts and concept constructors are then defined in the usual way. The set Γ
of concept descriptions (γ) is defined through the following BNF:

γ ::= A | ⊥ | � | ¬γ | γ1 � γ2 | γ1 � γ2.

The set A of assertions (α) is then defined through the following BNF:

α ::= ξ : γ1  γ2 | ξ1 � ξ2 | ∼ α | α1 ∧ α2.

Technically, a contextual taxonomy in LCT is a set of subsumption relation
expressions which are contextualized with respect to the same context, e.g.:
{ξ : γ1  γ2, ξ : γ2  γ3}. This kind of sets of expressions are what we are in-
terested in. Assertions of the form ξ1 � ξ2 provide a formalization of the notion

6 It is worth stressing again that, in fact, a language Li, as defined here, is just a

sub-language of languages of the type ALC. As we will see later in this section,

to represent contextual TBoxes the subsumption symbol is replaced by a set of

contextualized subsumption symbols.
7 It might be worth remarking that language LCT is, then, an expansion of each Li

language.
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of generality often touched upon in context theory (see for example [6, 24]). In
Section 4.1 the following symbol will be also used “ . : . � .” (within context c,
concept A1 is a proper subconcept of concept A2 ). It can be defined as follows:

ξ : γ1 � γ2 =def ξ : γ1  γ2 ∧ ∼ ξ : γ2  γ1.

A last category of expressions is also of interest, namely expressions repre-
senting what a concept means in a given context: for instance, recalling Example
1, “the concept vehicle in context M1”. These expressions, as it will be shown
in Section 3.2, are particularly interesting from a semantic point of view. Let us
call them contextual concept descriptions and let us define their set D through
the following BNF:

δ ::= ξ : γ.

As we will see in Section 3.2, contextual concept descriptions D play an impor-
tant role in the semantics of contextual subsumption relations.

3.2 Semantics

In order to provide a semantics for LCT languages, we will proceed as follows.
First we will define a class of structures which can be used to provide a formal
meaning to those languages. We will then characterize the class of operations
and relations on contexts that will constitute the semantic counterpart of the op-
erators and relation symbols introduced in Section 3.1. Definitions of the formal
meaning of our expressions will then follow.

Before pursuing this line, it is necessary to recollect the basic definition of a
description logic model for a language Li ([23]).

Definition 1. (Models for Li’s)

A model m for a language Li is defined as follows:

m = 〈Δm, Im〉
where:

– Δm is the (non empty) domain of the model;
– Im is a function Im : Ai −→ P(Δm), that is, an interpretation of (atomic

concepts expressions of) Li on Δm. This interpretation is extended to com-
plex concept constructs via the following inductive definition:

Im(�) = Δm

Im(⊥) = ∅
Im(¬A) = Δm\ Im(A)

Im(A �B) = Im(A) ∩ Im(B)

Im(A �B) = Im(A) ∪ Im(B).

Out of technicalities, what a model m for a language Li does, is to assign a
denotation to each atomic concept (for instance the set of elements of Δm that
instantiate the concept bicycle) and, accordingly, to each complex concept (for
instance the set of elements of Δm that instantiate the concept vehicle � ¬
bicycle).
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3.3 Models for LCT

We can now define a notion of contextual taxonomy model (ct-model) for lan-
guages LCT .

Definition 2. (ct-models)

A ct-model M is a structure:

M = 〈{Mi}0≤i≤n, I〉

where:

– {Mi}0≤i≤n is the family of the sets of models Mi of each language Li. That
is, ∀m ∈Mi, m is a model for Li.

– I is a function I : c −→ P(M0) ∪ . . . ∪ P(Mn). In other words, this func-
tion associates to each atomic context identifier in c a subset of the set of
all models in some language Li: I(c) = M with M ⊆ Mi for some i s.t.
0 ≤ i ≤ n. Function I can be seen as labeling sets of models on some lan-
guage i via atomic context identifiers. Notice that I fixes, for each atomic
context identifier, the language on which the context denoted by the identifier
is specified. We could say that it is I itself which fixes a specific index for
each atomic context identifier c.

– ∀m′,m′′ ∈
⋃

0≤i≤n Mi, Δm′ = Δm′′ . That is, the domain of all models m is
unique. We assume this constraint simply because we are interested in mod-
eling different (taxonomical) conceptualizations of a same set of individuals.

This can be clarified by means of a simple example. Suppose the alphabet of LCT

to be the set of atomic concepts {allowed, vehicle, car, bicycle} and the set
of atomic context identifiers {cM1, cM2, cR}. The number of possible languages
Li given the four aforementioned concepts is obviously 24 − 1. A ct-model for
this LCT language would have as domain the set of the sets of all models for each
of the 24 − 1 Li languages, and as interpretation a function I which assigns to
each cM1, cM2 and cR a subset of an element of that set, i.e., a set of models for
one of the Li languages. We will come back to this specific language in Section
4.1, where we discuss the formalization of the public park scenario.

The key feature of this semantics is that contexts are characterized as sets of
models for the same language. This perspective allows for straightforward model
theoretical definitions of operations on contexts.

3.4 Operations on Contexts

Before getting to this, let us first recall a notion of domain restriction (!) of a
function f w.r.t. a subset C of the domain of f . Intuitively, a domain restriction
of a function f is nothing but the function C!f having C as domain and s.t. for
each element of C, f and C!f return the same image. The exact definition is
the following one: C!f = {〈x, f(x)〉 | x ∈ C}.
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Definition 3. (Operations on contexts)

Let M ′ and M ′′ be sets of models:

!iM ′ = {m | m = 〈Δm′ ,Ai!Im′〉 & m′ ∈M ′} (1)

M ′ �i M ′′ = !iM ′ ∩ !iM ′′ (2)

M ′ 	i M ′′ = !iM ′ ∪ !iM ′′ (3)

−iM
′ = Mi \ !iM ′. (4)

Intuitively, the operations have the following meaning: operation 1 allows for
abstracting the relevant content of a context with respect to a specific language;
operations 2 and 3 express basic set-theoretical composition of contexts; finally,
operation 4 returns, given a context, the most general of all the remaining con-
texts. Let us now provide some technical observations. First of all notice that
operation !i yields the empty context when it is applied to a context M ′ the
language of which is not an elementary expansion of Li. This is indeed very
intuitive: the context obtained via abstraction of the context “dinosaurs” on
the language of, say, “botanics” should be empty. Empty contexts can be also
obtained through the �i operation. In that case the language is shared, but the
two contexts simply do not have any interpretation in common. This happens,
for example, when the members of two different football teams talk about their
opponents: as a matter of fact, no interpretation of the concept opponent can be
shared without jeopardizing the fairness of the match. The following propositions
can be proved with respect to the operations on contexts.

Proposition 1. (Structure of contexts on a given language)

The structure of contexts 〈P(Mi),	i,�i,−i,Mi, ∅〉 on a language Li is a Boolean
Algebra.
Proof. The proof follows straightforwardly from Definition 3. 

Proposition 2. (Abstraction operation on contexts)

Operation !i is surjective and idempotent.
Proof. That !i is surjective can be proved per absurdum. First notice that this
operation is a function of the following type: !i : P(M0)∪. . .∪P(Mn) −→ P(Mi)
with 1 ≤ i ≤ n. If it is not surjective then ∃M ′′ ⊆ Mi s.t. ∀M ′ in the do-
main of !i, !iM ′ �= M ′′. This means that ∀M ′ in the domain of !i, {m | m =
〈Δm′ ,Ai!Im′〉 & m′ ∈M ′} �= M ′′, which is impossible because we have at least
that !iM ′′ = M ′′. The proof of the equation for idempotency !i(!iM) =!iM is
straightforward. 


These propositions clarify the type of conception of context we hold here:
contexts are sets of models on different taxonomical languages; on each language
the set of possible contexts is structured in a boolean algebra; the operation of
abstraction allows for shifting from richer to simpler languages and it is, as we
would intuitively expect, idempotent (abstracting from an abstraction yields the
same first abstraction) and surjective (every context, even the empty one, can
be seen as an abstraction of a different richer context, in the most trivial case,
an abstraction of itself).
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3.5 Formal Meaning of Ξ, D, and A
In Definition 2 atomic contexts are interpreted as sets of models on some lan-
guage Li for 0 ≤ i ≤ n: I(c) = M ∈ P(M0) ∪ . . . ∪ P(Mn). The semantics of
contexts constructs Ξ can be defined via inductive extension of that definition.

Definition 4. (Semantics of contexts constructs)

The semantics of context constructors is defined as follows:

I(⊥i) = ∅
I(�i) = Mi

I(ξ1 �i ξ2) = I(ξ1) �i I(ξ2)

I(ξ1 �i ξ2) = I(ξ1) 	i I(ξ2)

I(¬i ξ) = −iI(ξ)

I(absi ξ) = !iI(ξ).

The ⊥i context is interpreted as the empty context (the same on each language);
the �i context is interpreted as the greatest, or most general, context on Li;
the binary �i-composition of contexts is interpreted as the greatest lower bound
of the restriction of the interpretations of the two contexts on Li; the binary
�i-composition of contexts is interpreted as the lowest upper bound of the re-
striction of the interpretations of the two contexts on Li; context negation is
interpreted as the complement with respect to the most general context on that
language; finally, the unary absi operator is interpreted just as the restriction of
the interpretation of its argument to language Li.

Semantics for the contextual concept description D and for the assertions A
in LCT is based on the function I.

Definition 5. (Semantics of contextual concept descriptions: || . ||M)

The semantics of contextual concept descriptions is defined as follows:

||ξ : γ||M = {D | 〈γ,D〉 ∈ Im & m ∈ I(ξ)}.

The meaning of a concept γ in a context ξ is the set of denotations D attributed
to that concept by the models constituting that context.

It is worth noticing that if concept γ is not expressible in the language of
context ξ, then ||ξ : γ||M = ∅, that is, concept γ gets no denotation at all in
context ξ. This happens simply because concept γ does not belong to the domain
of functions Im, and there therefore exists no interpretation for that concept in
the models constituting ξ. This shows also how Definition 5 allows to capture
the intuitive distinction between concepts which lack denotation (||ξ : γ||M =
∅), and concepts which have a denotation which is empty (||ξ : γ||M = {∅}):
a concept that lacks denotation is for example the concept immigrant in the
context of public park access regulation; in the same context, a concept with
empty denotation is for example the concept car�¬car.
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In what follows we will often use the notation I(ξ : γ) instead of the heavier
||ξ : γ||M.

Definition 6. (Semantics of assertions: |=)

The semantics of assertions is defined as follows:

M |= ξ : γ1  γ2 iff I(ξ : γ1), I(ξ : γ2) �= ∅ and ∀m ∈ I(ξ), Im(γ1) ⊆ Im(γ2)

M |= ξ1 � ξ2 iff I(ξ1) ⊆ I(ξ2)

M |=∼ α iff not M |= α

M |= α1 ∧ α2 iff M |= α1 and M |= α2.

A contextual subsumption relation between γ1 and γ2 holds iff I(ξ) makes the
meaning of γ1 and γ2 not empty and all models m of I(ξ) interpret γ1 as a
subconcept of γ2. Note that this is precisely the clause for the validity of a sub-
sumption relation in standard description logics, but together with the fact that
the concepts involved are actually meaningful in that context. The � relation
between context constructs is interpreted as a standard subset relation: ξ1 � ξ2

means that context denoted by ξ1 contains at most all the models that ξ2 con-
tains, that is to say, ξ1 is at most as general as ξ2. Note that this relation, being
interpreted on the ⊆ relation, is reflexive, antisymmetric and transitive. In [5]
a generality ordering with similar properties was imposed on the set of context
identifiers, and analogous properties for a similar relation have been singled out
also in [11]. The interesting thing is that such an ordering is here emergent from
the semantics. Note also that this relation holds only between contexts specified
on the same language. Clauses for boolean connectives are the obvious ones.

The satisfaction clause of contextual subsumption relations deserves some
more remarks. We observed that the satisfaction is conditioned to the mean-
ingfulness of the terms involved with respect to the context. This condition is
necessary because our contexts have different languages. Another way to deal
with this would be to impose syntactic constraints on the formation of ξ : γ1  γ2

expressions, in order to distinguish the well-formed ones from the ill-formed ones.
However, this would determine a dependence of the definition of well-formed ex-
pressions of LCT on the models M of the language itself. Alternatively, the sat-
isfaction relation itself might be restricted to consider only those subsumptions
between concepts that, given the interpretation of the context, are interpreted as
meaningful. Nevertheless, this option too determines a weird dependence, namely
between the definition of the satisfaction relation and the models: the scope of
the satisfaction would vary according to the models8. We chose for yet another
solution, exploiting the possibility that our semantics enables of distinguishing
meaningless concepts from concepts with empty extension (see Definition 5). By
means of this feature it is possible to constrain the satisfaction of ξ : γ1  γ2

formulas, in such a way that, for them to be true, concepts γ1 and γ2 have

8 Though in a completely different formal setting, this way is pursued in [21, 22].
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to be meaningful in context ξ. Intuitively, we interpret contextual subsumption
relations as inherently presupposing the meaningfulness of their terms.

4 Contextual Taxonomies, “Core” and “Penumbra”

4.1 Formalizing an Example

We are now able to provide a formalization of the simple scenario introduced in
Example 1 based on the formal semantic machinery just exposed.

Example 2. (The public park scenario formalized) To formalize the public
park scenario within our setting a language LCT is needed, which contains the
following atomic concepts: allowed, vehicle, car, bicycle. Three atomic con-
texts are at issue here: the context of the main regulation R, let us call it cR; the
contexts of the municipal regulations M1 and M2, let us call them cM1 and cM2

respectively. These contexts should be interpreted on two relevant languages. A
language L0 for cR s.t. A0 = {allowed, vehicle}; and a language L1 for cM1

and cM2 s.t. A1 = A0 ∪ {car, bicycle} (an abstract language concerning only
vehicles and objects allowed to get into the park, and a more concrete one con-
cerning, besides this, also cars and bicycles). A formalization of the scenario by
means of LCT formulas is the following one:

abs0(cM1) �0 abs0(cM2) � cR (5)

cR : vehicle  ¬allowed (6)

cM1 �1 cM2 : car � vehicle (7)

cM1 : bicycle � vehicle (8)

cM2 : bicycle  ¬vehicle (9)

cM1 �1 cM2 : bicycle � vehicle � allowed. (10)

Formula (5) plays a key role, stating that the two contexts cM1, cM2 are concrete
variants of context cR. It tells this by saying that the context obtained by joining
the two concrete contexts on language L0 (the language of cR) is at most as
general as context cR. As we will see in discussing the logical consequences
of this set of formulas, formula (5) makes cM1, cM2 inherit what holds in cR.
Formula (6) formalizes the abstract rule to the effect that vehicles belong to
the category of objects not allowed to access public parks. Formula (7) states
that in both contexts cars count as vehicles. Formulas (8) and (9) state the two
different conceptualizations of the concept of bicycle holding in the two concrete
contexts at issue. These formulas show where the two contextual taxonomies
diverge. Formula (10), finally, tells that bicycles either are vehicles or should be
allowed in the park. Indeed, it might be seen as a clause avoiding “cheating”
classifications such as: “bicycles counts as cars”.
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It is worth listing and discussing some straightforward logical consequences
of the formalization.

(5), (6) � cM1 : vehicle  ¬allowed
(5), (6), (7) � cM1 : car � ¬allowed
(5), (6), (8) � cM1 : bicycle � ¬allowed

(5), (6) � cM2 : vehicle  ¬allowed
(5), (6), (7) � cM2 : car � ¬allowed

(5), (6), (9), (10) � cM2 : bicycle  allowed

These are indeed the formulas that we would intuitively expect to hold in our
scenario. The list displays two sets of formulas grouped on the basis of the
context to which they pertain. They formalize the two contextual taxonomies
at hands in our scenario. Let us have a closer look. The first consequence of
each group results from the generality relation expressed in (5), by means of
which the content of (6) is shown to hold also in the two concrete contexts: in
simple words, contexts cM1 and cM2 inherit the general rule stating that vehicles
are not allowed to access public parks. Via this inherited rule, and via (7), it
is shown that, in all concrete contexts, cars are also not allowed to access the
park. As to cars then, all contexts agree. Where differences arise is in relation
with how the concept of bicycle is handled. In context cM1, since bicycles count
as vehicles (8), bicycles are also not allowed. In context cM2, instead, bicycles
constitute an allowed class because they are not considered to be vehicles (9)
and there is no bicycle which does not count as a vehicle and which does not
belong to that class of allowed objects (10). In the following section we show in
some more detail how a model for the formalization just exposed looks like.

4.2 A Model of the Formalization

Formulas (5)-(10) constrain ct-models in the following way:

!0I(cM1) ∪ !0I(cM2) ⊆ I(cR)

∀m ∈ I(cR), Im(vehicle) ⊆ Δ1\ Im(allowed)

I(cR : vehicle), I(cR : allowed) �= ∅
∀m ∈ I(cM1) ∪ I(cM2), Im(car) ⊂ Im(vehicle)

I(cM1 �1 cM2 : car), I(cM1 �1 cM2 : vehicle) �= ∅
∀m ∈ I(cM1), Im(bicycle) ⊂ Im(vehicle)

I(cM1 : bicycle), I(cM1 : vehicle) �= ∅
∀m ∈ I(cM2), Im(bicycle) ⊆ Δ1\ Im(vehicle)

I(cM2 : bicycle), I(cM2 : vehicle) �= ∅
∀m ∈ I(cM1) ∪ I(cM2), Im(bicycle) ⊆ Im(vehicle) ∪ Im(allowed)

I(cM1 �1 cM2 : bicycle), I(cM1 �1 cM2 : allowed) �= ∅.
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Besides the ones above, a model of the scenario can be thought of requiring two
more constraints. Although the formal language as it is defined in 3.1 cannot
express them, we show that they can be perfectly captured at a semantic level
and therefore that new appropriate symbols might be accordingly added to the
syntax.

– I(cM1 : bicycle) = I(cM2 : bicycle) = {{a, b}}9 (cM1 and cM2 agree on
the interpretation of bicycle, say, the set of objects {a, b});

– I(cM1 : car) = I(cM2 : car) = {{c}}10 (cM1 and cM2 agree on the interpre-
tation of car, say, the singleton {c}).

Let us stipulate that the models m that will constitute our interpretation of
contexts identifiers consist of a domain Δm = {a, b, c, d} and let us call the sets
of all models for L0 and L1 on this domain respectively M0 and M1. Given the
restrictions, a ct-model of the scenario can consist then of the domain M0 ∪M1

and of the function I s.t.:

– I(cM1) = {m1,m2} ⊆ M1 s.t. Im1(allowed) = {d}, Im1(vehicle) =
{a, b, c}, Im1(bicycle) = {a, b}, Im1(car) = {c} and Im2(allowed) = ∅,
Im2(vehicle) = {a, b, c, d}, Im2(bicycle) = {a, b}, Im2(car) = {c}.
In cM1 concepts allowed and vehicle are interpreted in two possible ways;
notice that model m2 makes no object allowed to access the park;

– I(cM2) = {m3} ⊆ M1 s.t. Im3(allowed) = {a, b}, Im3(vehicle) = {c, d},
Im3(car) = {c}, Im3(bicycle) = {a, b}.
In cM2, which is constituted by a single model, the concept vehicle strictly
contains car, and excludes bicycle. Notice also that bicycle coincide with
allowed.

– I(cR) = {m | Im(vehicle) ⊆ Δ1\ Im(allowed)}.
In cR, concepts vehicle and allowed get all possible interpretations that
keep them disjoint.

We can now get to the main formal characterizations at which we have been
aiming in this work.

4.3 Representing Conceptual “Core” and “Penumbra”

What is the part of a denotation of a concept which remains context indepen-
dent? What is the part which varies instead? “Core” and “penumbral” meaning
are formalized in the two following definitions.

Definition 7. (Core(γ, ξ1, ξ2))
The “core meaning” of concept γ w.r.t. contexts ξ1, ξ2 on language Li is defined
as:

Core(γ, ξ1, ξ2) =def

⋂
(I(ξ1 : γ) ∪ I(ξ2 : γ)).

9 It might be worth recalling that the meaning of a concept in a context is a set of

denotations, which we assume to be here, for the sake of simplicity (and in accordance

with our intuitions about the scenario), a singleton.
10 See previous footnote.
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Intuitively, the definition takes just the conjunction of the union of the inter-
pretations of γ in the two contexts. Referring back to Example 2, we have that
Core(vehicle, cM1, cM2) = {c}, that is, the core of the concept vehicle coin-
cides, in those contexts, with the denotation of the concept car. The notion of
“penumbra” is now easily definable.

Definition 8. (Penumbra(γ, ξ1, ξ2))
The “penumbra” of concept γ w.r.t. contexts ξ1, ξ2 on language Li is defined as:

Penumbra(γ, ξ1, ξ2) =def

⋃
((I(ξ1 : γ) ∪ I(ξ2 : γ)) \ Core(γ, ξ1, ξ2)).

A “penumbral meaning” is then nothing else but the set of individuals on which
the contextual interpretation of the concept varies. Referring back again to Ex-
ample 2: Penumbra(vehicle, cM1, cM2) = {a, b, d}, that is to say, the penumbra
of the concept vehicle ranges over those individuals that are not instances
of the core of vehicle, i.e., the concept car. Notice that the definitions are
straightforwardly generalizable to formulations with more than two contexts.

5 Related Work

We already showed, in Section 2, how the present proposal relates to work de-
veloped in the area of logical modeling of the notion of context. Contexts have
been used here in order to propose a different approach to vagueness (especially
as it appears in the normative domain). In this section some words will be spent
in order to put the present proposal in perspective with respect to some more
standard approaches to vagueness, namely approaches making use of fuzzy sets
([25]) or rough sets ([26]).

The most characteristic feature of our approach, with respect to fuzzy or
rough set theories, consists in considering vagueness as an inherently semantic
phenomenon. Vagueness arises from the referring of a language to structures
modeling reality, and not from those structures themselves. That is to say, the
truth denotation of a predicate is, in our approach, always definite and crisp,
even if multiple. Consequently, no degree of membership is considered, as in
fuzzy logic, and no representation of sets in terms of approximations is used,
as in rough set theory. Let us use a simple example in order to make this dis-
tinction evident. Consider the vague monadic predicate or, to use a description
logic terminology, the concept tall person. Fuzzy approaches would determine
the denotation of this predicate as a fuzzy set, i.e., as the set of elements with
membership degree contained in the interval ]0, 1]. Standard rough set theory
approaches would characterize this denotation not directly, but on the basis of
a given partition of the universe (the set of all individuals) and a lower and
upper approximation provided in terms of that partition. For instance, a trivial
partition might be the one consisting of the following three concepts: tall>2m,
1.60m≤tall≤2m, tall<1.60m. Concept tall person would then be approxi-
mated by means of the lower approximation tall>2m (the elements of a set that
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are definitely also members of the to be approximated set), and the upper ap-
proximation 1.60m≤tall≤2m � tall>2m (the elements of a set that may be also
members of the to be approximated set). In this rough set representation, set
1.60m≤tall≤2m constitutes the so called boundary of tall person. Within our
approach instead, the set tall person can be represented crisply and without
approximations. The key feature is that tall person obtains multiple crisp in-
terpretations, at least one for each context: in the context of dutch standards,
concept tall person does not subsume concept 1.60m≤tall≤2m, whereas it
does in the context of pygmy standards. According to our approach, vagueness
resides then in the contextual nature of interpretation rather than in the concepts
themselves11.

It is nevertheless easy to spot some similarities, in particular with respect to
rough set theory. The notions of “core” and “penumbra” have much in common
with the notions of, respectively, lower approximation and boundary developed
in rough set theory: each of these pairs of notions denotes what is always, and re-
spectively, in some cases, an instance of a given concept. But the characterization
of the last pair is based on a partition of the universe denoting the equivalence
classes imposed by a set of given known properties. The notions of “core” and
“penumbra”, instead, are yielded by the consideration of many contextual inter-
pretations of the concept itself. With respect to fuzzy approaches, notice that
sets Core can be viewed exactly as the sets of instances having a membership
degree equal to one, while sets Penumbra can be viewed as the sets of instances
with degree of membership between zero and one. Besides, sets Penumbra could
be partitioned in sets Xn each containing instances that occur in a fixed number
n of models constituting the “penumbra”, thus determining a total and, notice,

11 A clear position for our thesis can also be found within those analyses of vagueness,

developed in the area of philosophical logic, which distinguish between de re and de
dicto views of vagueness ([27]), the first holding that referents themselves are vague

and therefore that vagueness constitutes something objective, whereas the second

holding that it is the way referents are established that determines vagueness. Fuzzy

set approaches lie within a de re conception of vagueness, while our approach is

grounded on the alternative de dicto view (rough sets approaches have instead more

to do with insufficient information issues). In philosophical logic, a formal theory has

been developed which formalizes this de dicto approach to vagueness, the so called

superevaluationism ([28]). On this view, when interpreting vague terms, we consider

the many possible ways in which those terms can be interpreted:

“Whatever it is that we do to determine the ‘intended’ interpretation of our

language determines not one interpretation but a range of interpretations. (The

range depends on context [...])”([29]).

As it is evident from Section 3.2, this intuition backs also our semantics. What our

approach adds to formal accounts of superevaluationism such as [28, 30] consists in

the explicit use of contexts as specific formal objects clustering the possible ways

terms can be interpreted: contexts are precisely the range of admissible interpreta-

tions of the concepts at issue.
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discrete ordering on membership: instances occurring in only one model in the
“penumbra” will belong to the denotation of the concept at the minimum degree
of membership, while instances occurring in the “core” at the maximum one.

Another relevant feature of our proposal, which we deem worth stressing,
consists in the use of a fragment of predicate logic. This allows, first of all, the
intra-contextual reasoning to be classical. Furthermore, the use of description
logic, even if not yet fully elaborate in this work, allows for its well known inter-
esting computability properties to be enabled at the intra-contextual reasoning
level, thus making the framework appealing also in this respect.

6 Conclusions

Our aim was to account for a notion of contextual taxonomy, and by means
of that, to rigorously characterize the notions of “core” and “penumbra” of a
concept, that is to say, to define what is invariant and what is instead context
dependent in the meaning of a concept. We did this contextualizing of a standard
description logic notion of taxonomy by means of a formal semantics approach
to contexts which provides also an account of a variety of forms of contexts
interactions.

There are a number of issues which would be worth investigating in future
work. First of all, it would be of definite interest to provide formal rigorous
comparisons of our framework with:

– Related work in the area of context logics, like especially the local model
semantics proposed in [16] to which we referred in Section 2.

– Related work in the area of fuzzy or rough sets treatment of conceptual
ambiguities ([26, 25]), which have been informally touched upon in Section
5.

– Related work in the area of logic for normative systems specification, and
in particular [31] where a modal logic semantics is used to account for ex-
pressions such as “A counts as B in context (institution) s”. To this aim, we
plan to apply the notion of contextual subsumption relation to modal logic
semantics in order to contextualize accessibility relations. For example, it
would be interesting to investigate applications to dynamic logic semantics
in order to provide a formal account of the contextual meaning of actions:
raising a hand in the context of a bidding means something different than
raising a hand in the context of a scientific workshop. Some results on this
issue have been presented in [32].

Secondly, we would like to enrich the expressivity of our framework considering
richer description logic languages admitting also attributes (or roles) constructs.
This would allow for a formal characterization of “contextual terminologies” in
general, enabling the full expressive power description logics are able to provide.
A first step along this line has been proposed in [33].
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21. Buvač, S.V., Mason, I.A.: Propositional logic of context. Proceedings AAAI’93

(1993) 412–419
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Abstract. An important branch of investigation in the field of agents

has been the definition of high level languages for representing effects

of actions, the programs written in such languages being usually called

action programs. Logic programming is an important area in the field

of knowledge representation and some languages for specifying updates

of Logic Programs had been defined. Starting from the update language

Evolp, in this work we propose a new paradigm for reasoning about

actions called Evolp action programs.

We provide translations of some of the most known action descrip-

tion languages into Evolp action programs, and underline some peculiar

features of this newly defined paradigm. One such feature is that Evolp

action programs can easily express changes in the rules of the domains,

including rules describing changes.

1 Introduction

In the last years the concept of agent has become central in the field of Artificial
Intelligence. “An agent is just something that acts” [26]. Given the importance
of the concept, ways of representing actions and their effects on the environment
have been studied. A branch of investigation in this topic has been the defini-
tion of high level languages for representing effects of actions [7, 12, 14, 15], the
programs written in such languages being usually called action programs. Action
programs specify which facts (or fluents) change in the environment after the
execution of a set of actions. Several works exist on the relation between these
action languages and Logic Programming (LP) (e.g. [5, 12, 21]). However, de-
spite the fact that LP has been successfully used as a language for declaratively
representing knowledge, the mentioned works basically use LP for providing
an operational semantics, and implementation, for action programs. This is so
because normal logic programs, and most of their extensions, have no in-built
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means for dealing with changes, something that is quite fundamental for action
languages.

In recent years some effort was devoted to explore and study the problem of
how to update logic programs with new rules [3, 8, 10, 19, 20, 17]. Here, knowledge
is conveyed by sequences of programs, where each program in a sequence is an
update to the previous ones. For determining the meaning of sequences of logic
programs, rules from previous programs are assumed to hold by inertia after
the updates (given by subsequent programs) unless rejected by some later rule.
LP update languages [2, 4, 9, 19], besides giving meaning to sequences of logic
programs, also provide in-built mechanisms for constructing such sequences. In
other words, LP update languages extend LP by providing means to specify and
reason about rule updates.

In [5] the authors show, by examples, a possible use the LP update language
LUPS [4] for representing effects of actions providing a hint for the possibility
of using LP updates languages as an action description paradigm. However,
the work done does not provide a clear view on how to use LP updates for
representing actions, nor does it establishes an exact relationship between this
new possibility and existing action languages. Thus, the eventual advantages of
the LP update languages approach to actions are still not clear.

The present work tries to clarify these points. This is done by establishing a
formal relationship between one LP update language, namely the Evolp language
[2], and existing action languages, and by clarifying how to use this language for
representing actions in general.

Our investigation starts by, on top of Evolp, defining a new action description
language, called Evolp Action Programs (EAPs), as a macro language for Evolp.
Before developing a complete framework for action description based on LP
updates, in this work we focus on the basic problem in the field, i.e. the prediction
of the possible future states of the world given a complete knowledge of the
current state and the action performed. Our purpose is to check, already at
this stage, the potentiality of an action description language based on the Evolp
paradigm.

We then illustrate the usage of EAPs by an example involving a variant
of the classical Yale Shooting Problem. An important point to clarify is the
comparison of the expressive capabilities of the newly defined language with
that of the existing paradigms. We consider the action languages A [12], B [13]
(which is a subset of the language proposed in [14]), and (the definite fragment
of) C [15]. We provides simple translations of such languages into EAPs, hence
proving that EAPs are at least as expressive as the cited action languages.

Coming to this point, the next natural question is what are the possible
advantages of EAPs. The underlying idea of action frameworks is to describe
dynamic environments. This is usually done by describing rules that specify,
given a set of external actions, how the environment evolves. In a dynamic en-
vironment, however, not only the facts but also the “rules of the game” can
change, in particular the rules describing the changes. The capability of describ-
ing such kind of meta level changes is, in our opinion, an important feature of an
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action description language. This capability can be seen as an instance of elabo-
ration tolerance i.e. “the ability to accept changes to a person’s or a computer’s
representation of facts about a subject without having to start all over” [25].
In [15] this capability is seen as a central point in the action descriptions field
and the problem is addressed in the context of the C language. The final words
of [15] are “Finding ways to further increase the degree of elaboration tolerance
of languages for describing actions is a topic of future work”. We address this
topic in the context of EAPs and show EAPs seem, in this sense, more flexi-
ble than other paradigms. Evolp provides specific commands that allow for the
specification of updates to the initial program, but also provides the possibility
to specify updates of these updates commands. We show, by successive elabora-
tions of the Yale shooting problem, how to use this feature to describe updates
of the problem that come along with the evolution of the environment.

The rest of the paper is structured as follows. In section 2 we review some
background and notation. In section 3 we define the syntax and semantics of
Evolp action programs, and we illustrate the usage of EAPs by an example in-
volving a variant of the classical Yale Shooting Problem. In section 4 we establish
the relationship between EAPs and the languages A, B and C. In section 5 we
discuss the possibility of updating the EAPs, and provide an example of such
feature. Finally, in section 6, we conclude and trace a route for future develop-
ments. To facilitate the reading, and given that some of the results have proofs
of some length, instead of presenting proofs along with the text, we expose them
all in appendix A.

2 Background and Notation

In this section we briefly recall syntax and semantics of Dynamic Logic Programs
[1], and the syntax and semantics for Evolp [2]. We also recall some basic notions
and notation for action description languages. For a more detailed background
on action languages see e.g. [12].

2.1 Dynamic Logic Programs and Evolp

The main idea of logic programs updates is to update a logic program by an-
other logic program or by a sequence of logic programs, also called Dynamic
Logic Programs (DLPs). The initial program of a DLP corresponds to the initial
knowledge of a given (dynamic) domain, and the subsequent ones to successive
updates of the domain. To represent negative information in logic programs and
their updates, following [3] we allow for default negation not A not only in the
premises of rules but also in their heads i.e., we use generalized logic programs
(GLPs) [22].

A language L is any set of propositional atoms. A literal in L is either an
atom of L or the negation of an atom. In general, given any set of atoms F , we
denote by FL the set of literals over F . Given a literal F , if F = Q, where Q is
an atom, by not F we denote the negative literal not Q. Viceversa, if F = not Q,
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by not F we denote the atom Q. A GLP defined over a propositional language
L is a set of rules of the form F ← Body, where F is a literal in L, and Body
is a set of literals in L.1 An interpretation I over a language L is any set of
literals in L such that, for each atom A, either A ∈ I or not A ∈ I. We say
a set of literals Body is true in an interpretation I (or that I satisfies Body)
iff Body ⊆ I. In this paper we will use programs containing variables. As usual
when programming within the stable models semantics, a program with variables
stands for the propositional program obtained as the set of all possible ground
instantiations of the rules.

Two rules τ and η are conflicting (denoted by τ �� η) iff the head of τ is the
atom A and the head of η is not A, or viceversa. A Dynamic Logic Program
over a language L is a sequence P1 ⊕ . . . ⊕ Pm (also denoted ⊕Pm

i ) where the
Pis are GLPs defined over L. The refined stable model semantics of such a DLP,
defined in [1], assigns to each sequence P1⊕ . . .⊕Pn a set of stable models (that
is proven there to coincide with the stable models semantics when the sequence
is formed by a single normal [11] or generalized program [22]). The rationale for
the definition of a stable model M of a DLP is made in accordance with the
causal rejection principle [10, 19]: If the body of a rule in a given update is true
in M , then that rule rejects all rules in previous updates that are conflicting
with it. Such rejected rules are ignored in the computation of the stable model.
In the refined semantics for DLPs a rule may also reject conflicting rules that
belong to the same update. Formally, the set of rejected rules of a DLP ⊕Pm

i

given an interpretation M is:

RejS(⊕Pm
i ,M) = {τ | τ ∈ Pi : ∃ η ∈ Pj i ≤ j, τ �� η ∧ Body(η) ⊆M}

Moreover, an atom A is assumed false by default if there is no rule, in none
of the programs in the DLP, with head A and a true body in the interpretation
M . Formally:

Default(⊕Pm
i ,M) = {not A | � ∃ A ← Body ∈

⋃
Pi ∧Body ⊆M}

If ⊕Pm
i is clear from the context, we omit it as first argument of the above

functions.

Definition 1. Let ⊕Pm
i be a DLP over language L and M an interpretation.

M is a refined stable model of ⊕Pm
i iff

M = least

((⋃
i

Pi \RejS(M)

)
∪Default(M)

)

where least(P ) denotes the least Herbrand model of the definite program [23]
obtained by considering each negative literal not A in P as a new atom.

1 Note that, by defining rule bodies as sets, the order and number of occurrences of

literals do not matter.
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Having defined the meaning of sequences of programs, we are left with the
problem of how to come up with those sequences. This is the subject of LP update
languages [2, 4, 9, 19]. Among the existing languages, Evolp [2] uses a particulary
simple syntax, which extends the usual syntax of GLPs by introducing the special
predicate assert/1. Given any language L, the language Lassert is recursively
defined as follows: every atom in L is also in Lassert; for any rule τ over Lassert,
the atom assert(τ) is in Lassert; nothing else is in Lassert. An Evolp program
over L is any GLP over Lassert. An Evolp sequence is a sequence (or DLP) of
Evolp programs. The rules of an Evolp program are called Evolp rules.

Intuitively an expression assert(τ) stands for “update the program with the
rule τ”. Notice the possibility in the language to nest an assert expression in
another. The intuition behind the Evolp semantics is quite simple. Starting from
the initial Evolp sequence ⊕Pm

i we compute the set, SM(⊕Pm
i ), of the stable

models of ⊕Pm
i . Then, for any element M in SM(⊕Pm

i ), we update the initial
sequence with the program Pm+1 consisting of the set of rules τ such that the
atom assert(τ) belongs to M . In this way we obtain the sequence ⊕Pm

i ⊕Pm+1.
Since SM(⊕Pm

i ) contains, in general, several models we may have different lines
of evolution. The process continues by obtaining the various SM(⊕Pm+1

i ) and,
with them, various ⊕Pm+2

i . Intuitively, the program starts at step 1 already
containing the sequence ⊕Pm

i . Then it updates itself with the rules asserted
at step 1, thus obtaining step 2. Then, again, it updates itself with the rules
asserted at this step, and so on. The evolution of any Evolp sequence can also
be influenced by external events. An external event is itself an Evolp program.
If, at a given step n, the programs receives the external update En, the rules
in En are added to the last self update for the purpose of computing the stable
models determining the next evolution but, in the successive step n+1 they are
no longer considered (that’s why they are called events). Formally:

Definition 2. Let n and m be natural numbers. An evolution interpretation
of length n, of an evolving logic program ⊕Pm

i is any finite sequence M =
M1, . . . ,Mn of interpretations over Lassert. The evolution trace associated with
M and ⊕Pm

i is the sequence P1 ⊕ . . . Pm ⊕ Pm+1 . . . ⊕ Pm+n−1, where, for
1 ≤ i < n

Pm+i = {τ | assert(τ) ∈Mm+i−1}

Definition 3 (Evolving stable models). Let ⊕Pm
i and ⊕En

i be any Evolp
sequences, and M = M1, . . . ,Mn be an evolving interpretation of length n. Let
P1⊕ . . .⊕Pm+n−1 be the evolution trace associated with M and ⊕Pm

i . We say
that M is an evolving stable model of ⊕Pm

i with event sequence ⊕En
i at step n

iff Mk is a refined stable model of the program P1 ⊕ . . . ⊕ (Pk ∪ Ek) for any k,
with m ≤ k ≤ m + n− 1.

2.2 Action Languages

The purpose of an action language is to provide ways of describing how an
environment evolves given a set of external actions. A specific environment that
can be modified through external actions is called an action domain. To any
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action domain we associate a pair of sets of atoms F and A. We call the elements
of F fluent atoms or simply fluents, and the elements of A action atoms or
simply actions. Basically, the fluents are the observables in the environment and
the actions are, clearly, the external actions. A fluent literal (resp. action literal)
is an element of FL (resp. an element of AL). In the following, we will use the
letter Q to denote a fluent atom, the letter F to denote a fluent literal, and the
letter A to denote an action atom. A state of the world (or simply a state) is
any interpretation over F . We say a fluent literal F is true at a given state s iff
F belongs to s. Given a set (or, by abuse of notation, a conjunction) of fluent
literals Cond we say s satisfies Cond, and write s |= Cond, iff Cond ⊆ s.

Each action language provides ways to describe action domains through sets
of expression called action programs. Usually, the semantics of an action program
is defined in terms of a transition system, i.e. a function whose argument is any
pair (s,K), where s is a state of the world and K is a subset of A, and whose
value is any set of states of the world. Intuitively, given the current state of the
world, a transition system specifies which are the possible resulting states after
simultaneously performing all actions in K.

Two kinds of expressions that are common within action description lan-
guages are static and dynamic rules. The static rules basically describe the rules
of the domain, while dynamic rules describe effects of actions. A dynamic rule
has a set of preconditions, namely conditions that have to be satisfied in the
present state in order to have a particular effect in the future state, and post-
conditions describing such an effect.

In the following we will consider three existing action languages, namely:
A, B and C. The language A [13] is very simple. It only allows dynamic rules of
the form

A causes F if Cond

where Cond is a conjunction of fluent literals. Such a rule intuitively means:
performing the action A causes F to be true in the next state if Cond is true in
the current state. The language B [13] is an extension of A which also considers
static rules. In B, static rules are expressions of the form

F if Body

where Body is a conjunction of fluent literals. Intuitively, such a rule means: if
Body is true in the current state, then F is also true in the current state. A
fundamental notion, in both A and B, is fluent inertia [13]. A fluent F is inertial
if its truth value is preserved from a state to another, unless it is changed by
the (direct or indirect) effect of an action. Hereafter a program written in the
language B will be called a B program.

The semantics of B is defined in terms of a transition system, as sketched
above. For introducing the particular transition function that, given a state s
and a set of actions K, determines the possible resulting states according to B,
we first consider the set D(s,K) of fluents literals that are true as a (direct)
consequence of actions. Any literal F is a direct consequence of state s and
actions K if it is in the head of a dynamic rule A causes F if Cond such that
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A ∈ K and Cond is true in s. Then a state s′ is a possible resulting states from
s iff any fluent literal in s is an element of D(s,K) or is a true literal in s (that
followed by inertia) or is a consequence of a static rule:

Definition 4. Let P be any B program with set of fluents F , let R be the set
of all static rules in P , and let s be a state and K any set of actions. Moreover,
let D(s,K) be the following set of literals

D(s,K) = {F : ∃ A causes F if Cond ∈ P s.t. A ∈ K ∧ s |= Cond}

and let RLP be the logic program:

RLP = {F ← Body : F if Body ∈ R}

A state s′ is a resulting state from s given P and the set of actions K iff

s′ = least(s ∩ s′ ∪D(s,K) ∪RLP )

where least(P ) is as in Definition 1

For a detailed explanation of A and B see e.g. [13].
Static and dynamic rules are also the ingredients of the action language C

[15, 16]. Static rules in C are of the form

caused J if H

while dynamic rules are of the form

caused J if H after O

where J and H are formulae such that any literal in them is a fluent literal, and
O is any formula such that any literal in it is a fluent or an action literal. The for-
mula O is the precondition of the dynamic rule and the static rule caused J if H
is its postcondition. The semantic of C is based on causal theories[15]. Causal
theories are sets of rules of the form caused J if H, each such rule meaning:
If H is true this is an explanation for J . A basic principle of causal theories
is that something is true iff it is caused by something else. Given any action
program P , a state s and a set of actions K, we consider the causal theory T
given by the static rules of P and the postconditions of the dynamic rules whose
preconditions are true in s ∪ K. Then s′ is a possible resulting state iff it is a
causal model of T .

3 Evolp Action Programs

As we have seen, Evolp and action description languages share the idea of a sys-
tem that evolves. In both, the evolution is influenced by external events (respec-
tively, updates and actions). Evolp is actually a programming language devised
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for representing any kind of computational problem, while action description
languages are devised for the specific purpose of describing actions. A natural
idea is then to develop special kind of Evolp sequences for representing actions,
and then compare such kind of programs with existing action description lan-
guages. We will develop one such kind of programs, and call them Evolp Action
Programs (EAPs).

Following the underlying notions of Evolp, we use the basic construct assert
for defining special-purpose macros. As it happens with other action description
languages, EAPs are defined over a set of fluents F and a set of actions A.
In EAPs, a state of the world is any interpretation over F . To describe action
domains we use an initial Evolp sequence, I⊕D. The Evolp program D contains
the description of the environment, while I contains some initial declarations, as
it will be clarified later. As in B and C, EAPs contain static and dynamic rules.

A static rule over (F ,A) is simply an Evolp rule of the form

F ← Body.

where F is a fluent literal and Body is a set of fluent literals.
A dynamic rule over (F ,A) is a (macro) expression

effect(τ)← Cond.

where τ is any static rule F ← Body and Cond is any set of fluent or action
literals. The intuitive meaning of such a rule is that the static rule τ has to
be considered only in those states whose predecessor satisfies condition Cond.
Since some of the conditions literals in Cond may be action atoms, such a rule
may describe the effect of a given set of actions under some conditions. Such an
expression stands for the following set of Evolp rules:

F ← Body, event(F ← Body). (1)

assert(event(F ← Body)) ← Cond. (2)

assert(not event(F ← Body)) ← event(τ), not assert(event(F ← Body))(3)

where event(F ← Body) is a new literal. Let us see how the above set of rules
fits with its intended intuitive meaning. Rule (1) is not applicable whenever
event(F ← Body) is false. If at some step n, the conditions Cond are satisfied,
then, by rule (2), event(F ← Body) becomes true at step n + 1. Hence, at step
n + 1, rule (1) will play the same role as static rule F ← Body. If at step n + 1
Cond is no longer satisfied, then, by rule (3) the literal event(F ← Body) will
become false again, and then rule (1) will be again not effective.

Besides static and dynamic rules, we still need another ingredient to complete
our construction. As we have seen in the description of the B language, a notable
concept is fluent inertia. This idea is not explicit in Evolp where the rules (and
not the fluents) are preserved by inertia. Nevertheless, we can show how to obtain
fluent inertia by using macro programming in Evolp. An inertial declaration over
(F ,A) is a (macro) expression inertial(K), where K ⊆ F . The intended intuitive
meaning of such an expression is that the fluents in K are inertial. Before defining
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what this expression stands for, we state that the above mentioned program I
is always of the form initialize(F), where initialize(F) stands for the set of
rules Q ← prev(Q), where Q is any fluent in F , and prev(Q) are new atoms
not in F ∪ A. The inertial declaration inertial(K) stands for the set (where Q
ranges over K):

assert(prev(Q)) ← Q. assert(not prev(Q)) ← not Q.

Let us consider the behaviour of this macro. If we do not declare Q as an
inertial fluent, the rule Q ← prev(Q) has no effect. If we declare Q as an inertial
literal, prev(Q) is true in the current state iff in the previous state Q was true.
Hence, in this case, Q is true in the current state unless there is a static or dy-
namic rule that rejects such assumption. Viceversa, if Q was false in the previous
state, then Q is true in the current one iff it is derived by a static or dynamic
rule. We are now ready to formalize the syntax of Evolp action programs.

Definition 5. Let F and A be two disjoint sets of propositional atoms. An
Evolp action program (EAP) over (F , A) is any Evolp sequence I ⊕D, where
I = Initialize(F), and D is any set with static and dynamic rules, and inertial
declarations over (F ,A)

Given an Evolp action program I⊕D, the initial state of the world s (which,
as stated above, is an interpretation over F) is passed to the program together
with the set K of the actions performed at s, as part of an external event. A
resulting state is the last element of any evolving stable model of I ⊕ D given
the event s ∪K restricted to the set of fluent literals. I.e:

Definition 6. Let I ⊕D be any EAP over (F ,A), and s a state of the world.
Then s′ is a resulting state from s given I ⊕D and the set of actions K iff there
exists an evolving stable model M1,M2 of I⊕D given the external events s∪K, ∅
such that s′ ≡F M2(where by s′ ≡F M2 we simply mean s′∩FLit = M2∩FLit).

This definition can be easily generalized to sequences of set of actions.

Definition 7. Let I ⊕D be any EAP and s a state of the world. Then s′ is a
resulting state from s given I⊕D and the sequence of sets of actions K1 . . . , Kn

iff there exists an evolving stable model M1, . . . ,Mn+1 of I⊕D given the external
events (s ∪K1), . . . , Kn, ∅ such that s′ ≡F Mn+1.

Since EAPs are based on the Evolp semantics, which in turn is an extension
of the stable model semantics for normal logic programs, we can easily prove
that the complexity of the computation of the two semantics is the same.

Theorem 1. Let I ⊕ D be any EAP over (F ,A), s a state of the world and
K ⊆ A. To find a resulting state s′ from s given I ⊕D and the set of actions K
is an NP-complete problem.

It is important to notice that, if the initial state s does not satisfies the static
rules of the EAP, the correspondent Evolp sequence has no stable model, and
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hence there will be no successor state. This is, in our opinion, a good result: The
initial state is just a state as any other. It would be strange if such state would
not satisfy the rules of the domain. If this situation occurs, most likely either
the translation of the rules, or the one of the state, presents some errors. From
now onwards we will assume that the initial state satisfies the static rules of the
domain.

To illustrate EAPs, we now show an example of their usage by elaborating
on probably the most famous example of reasoning about actions. The presented
elaboration highlights some important features of EAPs, viz. the possibility of
handling non-deterministic effects of actions, non-inertial fluents, non-executable
actions, and effects of actions lasting for just one state.

Example 1 (An elaboration of the Yale shooting problem). In the original Yale
shooting problem [27], there is a single-shot gun which is initially unloaded, and
a turkey which is initially alive. One can load the gun and shoot the turkey. If
one shoots, the gun becomes unloaded and the turkey dies. We consider a slightly
more complex scenario where there are several turkeys, and where the shooting
action refers to a specific turkey. Each time one shoots as specific turkey, one
either hits and kills the bird, or misses it. Moreover, the gun becomes unloaded
and there is a bang. It is not possible to shoot with an unloaded gun. We also
add the property that any turkey moves iff it is not dead.

For expressing that an action is not executable under some conditions, we
make use of a well known behaviour of the stable model semantics. Suppose a
given EAP contains a dynamic rules of the form effect(u ← not u) ← Cond,
where u is a literal which does not appear elsewhere (in the following, for repre-
senting such rules, we use the notation effect(⊥)← Cond). With such a rule, if
Cond is true in the current state, then there is no resulting state. This happens
because, as it is well known, programs containing u ← not u and no other rules
for u, have no stable models.

To represent the problem, we consider the fluents dead(X), moving(X),
hit(X), missed(X), loaded, bang, plus the auxiliary fluent u, and the actions
shoot(X) and load (where the Xs range over the various turkeys). The fluents
dead(X) and loaded are inertial fluents, since their truth value should remain
unchanged until modified by some action effect. The fluents missed(X), hit(X)
and bang are not inertial. The problem is encoded by the EAP I ⊕D, where

I = initialize(dead(X),moving(X),missed(X), hit(X), loaded, bang, u)

and D is the following set of expressions

effect(⊥)← shoot(X), not loaded inertial(loaded)
moving(X) ← not dead(X) inertial(dead(X))
effect(dead(X) ← hit(X))← shoot(X) effect(loaded)← load
effect(hit(X) ← not missed(X))← shoot(X) effect(bang)← shoot(X)
effect(missed(X) ← not hit(X))← shoot(X) effect(not loaded)← shoot(X)

Let us analyze this EAP. The first rule encodes the impossibility to execute
the action shoot(X) when the gun is unloaded. The static rule moving(X) ←
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not dead(X) implies that, for any turkey X, moving(X) is true if dead(X) is
false. Since this is the only rule for moving(X), it further holds that moving(X)
is true iff dead(X) is false. Notice that declaring moving(tk) as inertial, would
result, in our description, in the possibility of having a moving dead turkey! This
is why fluents moving(X) have not been declared as inertial. In fact, suppose we
insert inertial(moving(X)) in the EAP above. Suppose further that moving(tk)
is true at state s, that one shoots at tk and kills it. Since moving(tk) is an inertial
fluent, in the resulting state dead(tk) is true, but moving(tk) remains true by
inertia. Also notable is how effects that last only for one state, like the noise
provoked by the shoot, are easily encoded. The last three dynamic rules on the
left encode a non deterministic behaviour: each shoot action can either hit and
kill a turkey, or miss it.

To see how this EAP encodes the desired behaviour of this domain, consider
the following example of evolution. In this example, to lightening the notation,
we omit the negative literals belonging to interpretations. Let us consider the
initial state {} (which means that all fluents are false). The state will remain
unchanged until some action is performed. If one load the gun, the program is
updated with the external event {load}. In the unique successor state, the fluent
loaded is true and nothing else changes. The truth value of loaded remains then
unchanged (by inertia) until some other action is performed. The same applies
to fluents dead(X). The fluents bang, missed(X), and hit(X) remain false by
default. If one shoots at a specific turkey, say Smith, and the program is updated
with the event shoot(smith), several things happen. First, loaded becomes false,
and bang becomes true, as an effect of the action. Moreover, the rules:

hit(smith) ← not missed(smith).

missed(smith) ← not hit(smith).

dead(smith) ← hit(smith).

are considered as rules of the domain for one state. As a consequence, there are
two possible resulting states. In the first one, missed(smith) is true, and all
the others fluents are false. In the second one hit(smith) is true, missed(smith)
is false and, by the rule dead(smith) ← hit(smith), the fluent dead(smith)
becomes true. In both the resulting states, nothing happens to the truth value
of the fluents dead(X), hit(X), and dead(X) for X �= smith.

4 Relationship to Existing Action Languages

In this section we show embeddings into EAPs of the action languages B and
(the definite fragment of) C2. We will assume that the considered initial states
are consistent wrt. the static rules of the program, i.e. if the body of a static
rule is true in the considered state, the head is true as well.

2 The embedding of language A is not explicitly exposed here since A is a (proper)

subset of the B language.



From Logic Programs Updates to Action Description Updates 63

Let us consider first the B language. The basic ideas of static and dynamic
rules are very similar in B and in EAPs. The main difference between the two is
that in B all the fluents are inertial, whilst in EAPs only those that are declared
as such are inertial. The translation of B into EAPs is then straightforward: All
fluents are declared as inertial and then the syntax of static and dynamic rules is
adapted. In the following we use, with abuse of notation, Body and Cond both
for conjunctions of literals and for sets of literals.

Definition 8. Let P be any action program in B with set of fluents F .
The translation B(P,F) is the pair (IB ⊕ DBP ,FB) where: FB ≡ F , IB =
initialize(F) and DBP contains exactly the following rules:

– inertial(Q) for each fluent Q ∈ F
– a rule F ← Body for any static rule F if Body in P .
– a rule effect(F) ← A, Cond. for any dynamic rule A causes F if Cond

in P .

Theorem 2. Let P be any B program with set of fluents F , (IB ⊕ DBP ,F)
its translation, s a state and K any set of actions. Then s′ is a resulting state
from s given P and the set of actions K iff it is a resulting state from s given
IB ⊕DBP and the set of actions K.

This theorem makes it clear that there is a close relationship between EAPs
and the B language. In practice, EAPs generalize B by allowing both inertial
and non inertial fluents and by admitting rules, rather then simply facts, as
effects of actions.

Let us consider now the action language C. Given a complete description of
the current state of the world and performed actions, the problem of finding
a resulting state is a problem of the satisfiability of a causal theory, which is
known to be

∑2
P -hard (cf. [15]). So, this language belongs to a category with

higher complexity than EAPs whose satisfiability is NP-complete. However, only
a fragment of C is implemented and the complexity of such fragment is NP . This
fragment is known as the definite fragment of C [15]. In this fragment, static rules
are expressions of the form caused F if Body where F is a fluent literal and
Body is a conjunction of fluent literals, while dynamic rules are expressions of
the form caused not F if Body after Cond where Cond is a conjunction of
fluent or action literals3 For this fragment it is possible to provide a translation
into EAPs.

The main problem of the translation of C into EAPs lies in the simulation
of causal reasoning with stable model semantics. The approach followed here
to encode causal reasoning with stable models is in line with the one proposed
in [21]. We need to introduce some auxiliary predicates and define a syntactic

3 The definite fragment defined in [15] is (apparently) more general, allowing Cond
and Body to be arbitrary formulae. However, it is easy to prove that such kind of

expressions are equivalent to a set of expressions of the form described above.
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transformation of rules. Let F be a set of fluents, and let FC denote the set of
fluents F ∪ {QN | Q ∈ F}. We add, for each Q ∈ F , the constraints:

← not Q, not QN . (4)

← Q, QN . (5)

Let Q be a fluent and Body = F1, . . . , Fn a conjunction of fluent literals. We will
use the following notation: Q = not QN , not Q = not Q and Body = F1, . . . , Fn

Definition 9. Let P be any action program in the definite fragment of C with
set of fluents F . The translation C(P,F) is the pair (IC ⊕ DCP ,FC) where:
FC is defined as above, IC ≡ initialize(FC) and DCP consists exactly of the
following rules:

– a rule effect(Q ← Body) ← Cond, for any dynamic rule in P of the form
caused Q if Body after Cond;

– a rule effect(QN ← Body)← Cond, for any dynamic rule in P of the form
caused not Q if Body after Cond;

– a rule Q ← Body, for any static rule in P of the form caused Q if Body;
– a rule QN ← Body, for a static rule in P of the form caused not Q if Body;
– The rules (4) and (5), for each fluent Q ∈ F .

For this translation we obtain a result similar to the one obtained for the
translations of the B language:

Theorem 3. Let P be any action program in the definite fragment of C with set
of fluents F , (IC ⊕ DCP ,FC) its translation, s a state, sC the interpretation
over FC defined as follows: sC = s ∪ {QN | Q ∈ s} ∪ {not QN | not Q ∈ s}
and K any set of actions. Then s∗ is a resulting state from sC given IC ⊕DCP

and the set of actions K iff there exists s′ such that s′ is a resulting state from
s, given P and the set K and s∗ ≡FL

s′.

By showing translations of the action languages B and the definite fragment
of C into EAPs, we proved that EAPs are at least as expressive as such languages.
Moreover, the translations above are quite simple: basically one EAP static or
dynamic rule for each static or dynamic rule in the other languages. The next
natural question is: Are they more expressive?

5 Updates of Action Domains

Action description languages describe the rules governing a domain where actions
are performed, and the environment changes. In practical situations, it may
happen that the very rules of the domain change with time too. When this
happens, it would be desirable to have ways of specifying the necessary updates
to the considered action program, rather than to have to write a new one. EAPs
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are just a particular kind of Evolp sequences. So, as in general Evolp sequences,
they can be updated by external events.

When one wants to update the existing rules with a rule τ , all that has to
be done is to add the fact assert(τ) as an external event. This way, the rule
τ is asserted and the existing Evolp sequence is updated. Following this line,
we extend EAPs by allowing the external events to contain facts of the form
assert(τ), where τ is an Evolp rule, and we show how they can be used to
express updates to EAPs. For simplicity, below we use the notation assert(R),
where R is a set of rules, for the set of expressions assert(τ) where τ ∈ R.

To illustrate how to update an EAP, we come back to Example 1. Let I ⊕D
be the EAP defined in there. Let us now consider that after some shots, and
dead turkeys, rubber bullets are acquired. One can now either load the gun with
normal bullets or with a rubber bullets, but not with both. If one shoots with a
rubber loaded gun, the turkey is not killed.

To describe this change in the domain, we introduce a new inertial fluent
representing the gun being loaded with rubber bullets. We have to express that,
if the gun is rubber-loaded, one can not kill the turkey. For this purpose we
introduce the new macro:

not effect(F ← Body)← Cond.

where F , is a fluent literal, Body is a set of fluents literals and Cond is a set of
fluent or action literals. We refer to such expressions as effects inhibitions. This
macro simply stands for the rule

assert(not event(F ← Body))← Cond.

where event(F ← Body) is as before. The intuitive meaning is that, if the
condition Cond is true in the current state, any dynamic rule whose effect is the
rule F ← Body is ignored.

To encode the changes described above, we update the EAP with the external
event E1 consisting of the facts assert(I1) where

I1 = (initialize(rubber loaded))

Then, in the subsequent state, we update the program with the external update
E2 = assert(D1) where D1 is the set of rules4

inertial(rubber loaded).
effect(rubber loaded)← rubber load.
effect(not rubber loaded)← shoot(X).
effect(⊥)← rubber loaded, load.
effect(⊥)← loaded, rubber load.
not effect(dead(X) ← hit(X))← rubber loaded.

4 In the remainder, we use assert(U), where U is a set of macros (which are themselves

sets of Evolp rules), to denote the set of all facts assert(τ) such that there exists a

macro η in U with τ ∈ η.
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Let us analyze the proposed update. First, the fluent rubber loaded is ini-
tialized. It is important to initialize any fluent before starting to use it. The
newly introduced fluent is declared as inertial, and two dynamic rules are added
specifying that load actions are not executable when the gun is already loaded
in a different way. Finally we use the new command to specify that the ef-
fect dead(X) ← hit(X) does not occurs if, in the previous state, the gun was
loaded with rubber bullets. Since this update is more recent than the original
rule effect(dead(X) ← hit(X))← shoot(X), the dynamic rule is updated.

Basically updating the original EAP with the rule

not effect(dead(X) ← hit(X))← rubber loaded.

has the effect of adding not rubber loaded to the preconditions of the dynamic
rule

effect(dead(X) ← hit(X))← shoot(X).

So far we have shown how to update the preconditions of a dynamic rule. It
is also possible to update static rules and the descriptions of effects of actions.
Suppose the cylinder of the gun becomes dirty and, whenever one shoots, the
gun may either work properly or fail. If the gun fails, the action shoot has no
effect. We introduce two new fluents in the program with the event assert(I2)
where I2 = initialize(fails, work)). Then, we assert the event E2 = assert(D2)
where D2 is the following EAP

effect(fails← not work)← shoot(X).
effect(work ← not fails)← shoot(X).

not missed(X) ← fails.
not hit(X) ← fails.

not bang ← fails.
effect(loaded← fails)← loaded.

effect(rubber loaded← fails)← rubber loaded.

The first two dynamic rules simply introduce the possibility that a failure
may occur every time we shoot. The three static rules describe changes in the
behaviour of the environment when the gun fails, and amount to negate what was
entailed by static and dynamic rules in D. The last two dynamic rules update
two of the dynamic rules in D and D1, respectively. These rules specify that,
when a failure occurs, the gun remain loaded with the same kind of bullet. Since
the new rules of D2 are more recent than the rules in D and D1, they update
these latter ones.

This last example shows how to update static and dynamic rules with new
static and dynamic rules. To illustrate how this is indeed achieved in this exam-
ple, we now show a possible evolution of the updated system. Suppose currently
the gun is not loaded. One loads the gun with a rubber bullet, and then shoots
at the turkey named Trevor. The initial state is {}. The first set of actions is
{rubber load} The resulting state after this action is s′ ≡ {rubber loaded}. Sup-
pose one performs the action load. Since the EAP is updated with the dynamic
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rule effect(⊥)← rubber loaded, load. there is no resulting state. This happens
because we have performed a non executable action. Suppose, instead, that the
second set of actions is {shoot(trevor)}. In this case there are three possible
resulting states. In one the gun fails and, in it, the resulting state is again s′. In
the second, the gun works but the bullet misses Trevor. In this case, the result-
ing state is s′′1 ≡ {missed(trevor)}. Finally, in the third, the gun works and the
bullet hits Trevor. Since the bullet is a rubber bullet, Trevor is still alive. In this
case the resulting state is s′′2 ≡ {hit(trevor)}.

The events may introduce changes in the behaviour of the original EAP. This
opens a new problem. In classical action languages we do not care about the pre-
vious history of the world: If the current state of the world is s, the computation
of the resulting states is not affected by the states before s. In the case of EAPs
the situation is different, since external updates can change the behaviour of the
considered EAP. Fortunately, we do not have to care about the whole history
of the world, but just about those events containing new initializations, inertial
declarations, effects inhibitions, and static and dynamic rules.

It is possible to have a compact description of an EAP that is updated sev-
eral times via external events. For that we need to further extend the original
definition of EAPs.

Definition 10. An updated Evolp action program over (F ,A) is any sequence
I⊕D1⊕. . .⊕Dn where I is initialize(F), and the various Dk are sets consisting
of static rules, dynamic rules, inertial declarations and effects inhibitions such
that any fluent appearing in Dk belongs to F .
Definition 11. Let I ⊕ D1 ⊕ . . . ⊕ Dn be any updated EAP and s a state of
the world. Then s′ is a resulting state from s given I ⊕D1 ⊕ . . . ⊕Dn and the
sequence of sets of actions K1 . . . , Kn iff there exists an evolving stable model
M1, . . . , Mn of I ⊕D1 ⊕ . . .⊕Dn given the external events (s ∪K1), . . . , Kn, ∅
such that s′ ≡F Mn.

In general, if we updated an Evolp action program I⊕D with the subsequent
events assert(I1), assert(D1), where I1 ⊕ D1 is another EAP, we obtain the
equivalent updated Evolp action program (I ∪ I1)⊕D ⊕D1 Formally:

Theorem 4. Let I0∪I⊕D0⊕D1⊕. . .⊕Dk be any update EAP over (F ,A). Let⊕
En

i be a sequence of events such that: E1 = K1 ∪ s, where s is any state of
the world and K1 is any set of actions; and the others Eis are any set of actions
Kα, or any set assert(initialize(Fβ)) where

⋃
Fβ ≡ I, or any assert(Di) with

1 ≤ i ≤ k. Let s1, . . . , sn be a sequence of possible resulting states from s given the
EAP I0⊕D0 and the sequence of events

⊕
En

i and Kn+1 a set of actions. Then
s1, . . . , sn, s′ is a resulting state from s given I0⊕D0 and the sequence of events⊕

En
i ⊕Kn+1 iff s′ is a resulting state from sn given I0∪ I⊕D0⊕D1⊕ . . .⊕Dk

and the set of actions Kn+1.

By applying this theorem we can, for instance, simplify the updates to the
original EAP of the example in this section into the updated EAP Isum ⊕D ⊕
D1 ⊕D2, where Isum ≡ I ∪ I1 ∪ I2, I and D are as in Example 1, and the Iis
and Dis are as described above.
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Yet one more possibility opened by updated Evolp action programs is to cater
for successive elaborations of a program. Consider an initial problem described
by an EAP I⊕D. If we want to describe an elaboration of the program, instead of
rewriting I⊕D we can simply update it with new rules. This gives a new answer
to the problem of elaboration tolerance [25] and also open the new possibility of
automatically update action programs by other action programs.

The possibility to elaborate on an action program is also discussed in [15]
in the context of the C language. The solution proposed there, is to consider C
programs whose rules have one extra fluent atom in their bodies, all these extra
fluents being false by default. The elaboration of an action program P is the
program P ∪ U where U is a new action program. The rules in U can defeat
the rules in P by changing the truth value of the extra fluents. An advantage of
EAP over that approach is that in EAPs the possibility of updating rules is a
built-in feature rather then a programming technique involving manipulation of
rules and introduction of new fluents. Moreover, in EAPs we can simply encode
the new behaviours of the domain by new rules and then let these new rules
update the previous ones.

6 Conclusions and Future Work

In this paper we have explored the possibility of using logic programs updates
languages as action description languages. In particular, we have focused our
attention on the Evolp language [2]. As a first point, we have defined a new
action language paradigm, christened Evolp action programs, defined as a macro
language over Evolp. We have provided an example of usage of this language, and
compared Evolp action programs with action languages A, B and the definite
fragment of C, by defining simple translations into Evolp of programs in these
languages. Finally, we have also shown and argued about the capability of EAPs
to handle changes in the domain during the execution of actions.

Though all the results in this paper refer to the update language Evolp, it is
not our stance that these could not be obtained if other LP update languages
were used instead. For recasting (some) of the results in other LP update lan-
guages, one would have to resort to established relationships between the various
LP update languages, such as the ones found in [2, 19]. Also, the possibility of
handling changes in the domain shown by EAPs, could in principle be obtained
if, instead of Evolp, another update language with the capability of updating
update rules were used instead. Another LP update language with this capabil-
ity is the KABUL language defined in [19]. However, the study of which of the
existing LP update languages could be used as action description languages, in
a way similar to what is described here for Evolp, is outside the scope of this pa-
per, and would, in our opinion, fit better in a paper with a focus on relationship
among various LP update languages. Our goal in this paper was to show that
(at least) one LP update language can be used for describing effects of actions,
and can be formally compared with existing action description languages. This
goal was achieved by showing exactly that for the language Evolp.
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Several important topics are not touched here, and will be subject of future
work. Important fields of research are how to deal, in the Evolp context, with
the problem of planning prediction and postdiction [24], when dealing with in-
complete knowledge of the state of the world. Yet another topic involves the
possibility of concurrent execution of actions. Nevertheless, we have not fully
explored this topic, and confronted the results with extant works [6, 18].

The development of implementations for Evolp and EAPs is another neces-
sary step. Finally EAPs have to be tested in real and complex contexts.
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A Proofs

Before presenting the proofs of the results in this paper, we present an alternative
definition of the transition function of EAPs, and prove its equivalence to the
original definition (Definition 6). We do so because in some proofs it is more
convenient to use this alternative definition.

In this alternative definition, and in its prove, we will use the notation S|I
to denote the restriction of the set S to the literals in the set I i.e., to denote
S ∩ I.

Theorem 5. Let I ⊕ D be any EAP, s a state of the world and K a set of
actions. Let R be the set of static rules in D, I the following set of fluent literals

I = {Q ∈ F : inertial(Q) ∈ D} ∪ {not Q : Q ∈ F : inertial(Q) ∈ D}

and D(s,K) be the following set of rules:

D(s,K) = {τ : effect(τ)← Cond ∈ D ∧K ∪ s |= Cond}
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Then s′ is a resulting state from s given I ⊕D and the set of actions K iff

s′ = least
(
(s ∩ s′ ∩ I) ∪Default(s′,R∪D(s,K))|(FL\I) ∪D(s,K) ∪R

)
(6)

Proof. By Definition 6, s′ is a resulting state from s given I ⊕ D and the set
of actions K iff there exists an evolving stable model M1, s

∗ of I ⊕D given the
external events s∪K, ∅ such that s′ ≡F s∗. An interpretation M1 is an evolving
stable model of I ⊕D given the external events s ∪K iff M1 is a refined stable
models of I ⊕D ∪ s ∪K i.e.,

M1 = least ((I ∪D ∪ s ∪K) \Rejs(M1, I ⊕D ∪K ∪ s) ∪Default(M1))

All the atoms of the form event(τ) where τ is the effect of a dynamic rule
are false by default in I ⊕D ∪K ∪ s. Hence the rules of the form (1) and (3),
which have those atoms in their bodies, play no role when calculating the least
model. Also all the literals of the form prev(Q), where Q is a fluent literal, are
false by default, and so the rules of the form Q ← prev(Q) play no role either.
Since the initial (starting) state s is always assumed consistent wrt. the static
rules, there is no conflict between the static rules in D. Thus, static rules do not
reject any literal in s nor do they infer any fluent literal that does not belong to
s. So, we can simplify the expression above in the following way:

M1 = least ((D∗ ∪ s ∪K) ∪Default(M1))

where D∗ is the set of all rules the form

assert(event(τ)) ← Cond.

for which there is a dynamic rule effect(τ)← Cond in D, union with the set of
all rules of the form

assert(prev(Q)) ← Q. assert(not prev(Q)) ← not Q.

for every Q such that inertial(Q) belongs to D.
Hereafter, for sake of simplicity, in interpretations we omit the negative lit-

erals of the form not A whenever A is an auxiliary atom or an action literal. In
other words, we omit not A whenever A �∈ F . Moreover, by Prev(s) we denote
the set of literals which are either of the form prev(F ) where F is a fluent literal
that is declared as inertial in D and is true in s, or of the form not prev(F ) where
F is a fluent literal that is declared as inertial in D and is false in s. Finally, by
ED(s,K) we mean the set of literals event(τ) such that

assert(event(τ)) ← Cond.

belongs to D and s ∪K |= Cond.
Given this, it is easy to see that the trace associated with any evolving inter-

pretation M1, s
∗ is the sequence J : I ⊕D ⊕ Prev(s) ∪ ED(s,K). So, M1, s

∗
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is an evolving stable model of I ⊕D given the sequence of events K, ∅ iff s∗ is a
refined stable model of J .

Let s∗ be any interpretation over the language of I ⊕D, and s′ = s∗|F . To
prove the theorem, we simply have to prove that s∗ is a refined stable model of
J iff s′ satisfies the equivalence (6). By definition of refined stable model, s∗ is
a refined stable model of J iff

s∗ = least
(
(I ∪D ∪ Prev(s) ∪D(s,K)) \RejS(s∗) ∪Default(s∗)

)
⇒ Assume that s∗ is a refined stable model of J . To prove that s′ satisfies the

equivalence, we start by simplifying the expression above defining s∗.
Let s′ = s∗F . Since s′ only has fluent literals, the dynamic rules and the

inertial declarations in D play no role in verifying the equivalence. Hence, the
only rules we are interested in are the static rules in R. Moreover, since s∗

is two valued, there is no mutual rejection between the rules in R: otherwise
there would be a fluent literal Q such that all the rules with head Q or not Q
would be rejected, and such that not Q would not be in the set Default(s∗)
as well. In such a case, neither Q nor not Q would be in s∗ which would
contradict the two valuedness of s∗. Finally, by partially evaluating the facts
in ED(s,K), in the rules of the form

F ← Body, event(F ← Body).

we can delete the atoms event(τ) from the body of those rules whenever
event(τ) ∈ ED(s,K), and delete one such rule when event(τ) �∈ ED(s,K).
With this, we can simplify the equivalence for s′ into:

s′ = least
(
I \RejS(s∗) ∪ Prev(s) ∪R ∪D(s,K) ∪Default(s∗)

)
We can split the set of default assumptions into two subsets: the one con-
cerning the inertial fluent literals; and the one concerning the fluent literals
that are not inertial. Taking this splitting in consideration, the equivalence
for s′ becomes:

s′ = least

(
I \RejS(s∗) ∪ Prev(s) ∪Default(s∗)|I ∪
R ∪D(s,K) ∪Default(s∗)|(FL\I)

)

where Default(s∗) stands for Default(s∗, I ⊕ R ∪ D(s,K))|(FL\I). Notice
that the expression Default(s∗, I ⊕ R ∪ D(s,K))|(FL\I) is equivalent to
Default(s′,R∪D(s,K))|(FL\I). Moreover, the expression Default(s∗)|I is
equivalent to Default(s′, s ∪ R ∪D(s,K))|(I). Let Inherit(s) be the set of
rules:

Inherit(s∗) = {Q ∈ F : Q ← prev(Q) ∈ I \RejS(s∗) ∧ prev(Q) ∈ Prev(s)}

What remains to show in order to prove that s′ satisfies the equivalence (6)
is that

Inherit(s∗) ∪Default(s∗)|I ≡ (s ∩ s′ ∩ I)
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For showing this, we consider separately the negative and the positive fluent
literals. Let Q be a fluent literal that belongs to (s ∩ s′ ∩ I). We want to
prove this is equivalent to say that Q ← prev(Q) belongs to I \ RejS(s∗)
and that Prev(Q) ∈ Prev(s) i.e., we want to prove that Q ∈ Inherit(s∗).

The literal Q belongs to (s ∩ s′ ∩ I) iff Q ∈ I, not Q �∈ s and not Q �∈ s′.
This implies that there exists no rule in R∪D(s,K) whose head is not Q and
whose body is true. So, the rule Q ← prev(Q) belongs to I \RejS(s∗) and,
by Q ∈ s and by definition of Prev(s), we conclude that Prev(Q) ∈ Prev(s).
Let assume now Q ← prev(Q) belongs to I \ RejS(s∗), then there exists
no rule in R ∪ D(s,K) whose head is not Q and whose body is true. If,
furthermore, Prev(Q) ∈ Prev(s), then not Q �∈ Default(s∗) and so not Q is
not derived by any rule nor by default assumption. Thus, not Q �∈ s′ and so
Q ∈ s. Moreover, by definition if prev(Q) ∈ Prev(s) then Q ∈ s and Q ∈ I.
So, we have proved that

Q ∈ (s ∩ s′ ∩ I)⇔ Q ← prev(Q) ∈ I \RejS(s∗) ∧ prev(Q) ∈ Prev(s)

Let us now consider the negative fluent literals. In this case we want to prove
that, for any inertial fluent, the following equivalence holds.

not Q ∈ (s ∩ s′) ⇔ not Q ∈ Default(s′, s ∪R ∪D(s,K))|F

We know not Q ∈ s′ iff Q �∈ s′, which, since s′ is a model of R ∪ D(s,K),
implies that there exists no rule in R∪D(s,K) whose head is Q and whose
body is satisfied by s′. This, together with the fact that Q �∈ s, by definition
of Default implies that not Q ∈ Default(s′, s ∪R ∪D(s,K)), as desired.

⇐ Let us now suppose that s′ satisfies the equivalence (6). i.e.

s′ = least
(
(s ∩ s′ ∩ I) ∪Default(s′,R∪D(s,K))|(FL\I) ∪D(s, k) ∪R

)
Let NED be the set of literals of the form ¬event(τ) such that event(τ) ∈
ED(s,K) and there is no dynamic rule of the form effect(τ) ← Cond
such that s′ satisfies Cond. Let s′ be the following evolving interpretation
(again we omit in the interpretation, the negative literals which are not fluent
literals).

s∗ = s′ ∪ Prev(s) ∪ ED(s,K) ∪NED ∪ assert(ED(s′,K)) ∪
∪ assert(Prev(s))′

We have to prove that s∗ is a refined stable model of J . We start this proof
by showing that

Inherit(s∗) ∪Default(s∗)|I ≡ (s ∩ s′ ∩ I)

We start by assuming that Q is a fluent literal in (s∩s′∩I). Q is such a fluent
iff Prev(Q) ∈ Prev(s), and not Q �∈ s′. Since s′ is a model of R ∪D(s,K),
we conclude that there exists no rule in R ∪D(s,K) with head not Q and
true body in s′. Thus, the rule Q ← prev(Q) ∈ I \ RejS(s∗), and hence
Q ∈ Inherit(s∗).
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Let assume now Q ∈ Inherit(s∗) (i.e. Q ← prev(Q) ∈ I \ RejS(s∗) and
prev(Q) ∈ Prev(s)) then Q ∈ s. This implies that not Q �∈ s, Q ∈ I, and
there exists no rule in R ∪ D(s,K) with head Q whose body is true in s′.
Consequently, not Q �∈ s′ (i.e. Q ∈ s′), and finally Q ∈ (s ∩ s′ ∩ I).
Let us now consider the negative fluent literals. We want to prove that, for
any inertial fluent, the following equivalence holds.

not Q ∈ (s ∩ s′) ⇔ not Q ∈ Default(s′, s ∪R ∪D(s,K))|F

The proof proceeds in the same way as above, in order to conclude that

Inherit(s∗) ∪Default(s∗)|I ≡ (s ∩ s′ ∩ I)

We obtain then the following equivalence

s′ = least

(
Inherit(s∗) ∪Default(s∗)|I ∪
Default(s′,R∪D(s,K))|(FL\I) ∪D(s, k) ∪R

)

which is equivalent to

s′ = least ( Inherit(s∗) ∪Default(s∗) ∪D(s, k) ∪R) |FL

Since s′ is consistent wrt. D(s,K) and R, these sets of rules do not contain
any pair of rules with conflicting heads and whose bodies are both true in
s′. So, by replacing Inherit(s∗) with Prev(s) ∪ I \RejS(s∗) we obtain

s′ = least
(

(I ∪D(s,K) ∪mR) \RejS(s∗) ∪Default(s∗)
)
|FL

and from this, and by considering the definition of s∗

s∗ = least
(
(I ∪D ∪ Prev(s) ∪D(s,K)) \RejS(s∗) ∪Default(s∗)

)
This equation is, by definition, equivalent to say that M1, s

∗ is an evolving
stable model of I ⊕D given the sequence of events K, ∅. In other words, s′

is a resulting state from s given I ⊕D and the set of actions K.

In the extreme cases where the set of inertial fluents coincides with the whole
set of fluents and, when the set if inertial fluents is empty, we obtain two sim-
plifications of the equivalence (6).

Corollary 1. Let I ⊕ D be any EAP, s a state of the world and K a set of
actions. Let R, D(s,K) be as in theorem 5. Moreover let every fluent be an
inertial fluent. Then s′ is a resulting state from s given I ⊕ D and the set of
actions K iff

s′ = least (s ∩ s′) ∪D(s, k) ∪R)

Proof. Follows trivially as a special case of theorem 5.
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Corollary 2. Let I ⊕ D be any EAP, s a state of the world and K a set of
actions. Let R, D(s,K) be as in theorem 5. Moreover let the set of inertial
fluents be the empty set. Then s′ is a resulting state from s given I ⊕D and the
set of actions K iff s′ is a stable model of the logic program D(s, k) ∪R

Proof. It follows trivially as a special case of theorem 5 that

s′ = least
(
Default(s′,R∪D(s,K))|(FL\I) ∪D(s, k) ∪R

)
As proved in [19] this amount to say s′ is a stable model of D(s, k) ∪R.

Having shown this alternative to the definition of the transition function of
EAPs, and proven its equivalence to the original Definition 6, we are now ready
to prove all of the theorems (that we recall here, for the sake of readability) in
this paper.

Theorem 1 (Complexity of EAPs). Let I ⊕D be any EAP over (F ,A), s
a state of the world and K ⊆ A. To find a resulting state s′ from s given I ⊕D
and the set of actions K is an NP-complete problem.

Proof. By corollary 2, and given that the problem of finding a stable model of a
program is NP-hard, we conclude that finding a resulting state s′ from s given
I ⊕D and the set of actions K is an NP-hard problem.

As for membership, from theorem 5 and from the observation that the com-
putation of least(P ), where P is a logic program, is polynomial wrt. the number
of rules in P (since least(P ) is the least Herbrand model of P considering the
negative literals in P as new atoms), it follows that checking whether a given
state s′ is resulting state is a polynomial problem wrt. the number of rules in
I ⊕ D plus the number of elements in F ∪ A. Hence, the problem of finding a
resulting state s′ from s given I ⊕D and the set of actions K is NP.

Theorem 2 (Relation to B). Let P be any B program with set of fluents F ,
(IB ⊕DBP ,F) its translation, s a state and K any set of actions. Then s′ is a
resulting state from s given P and the set of actions K iff it is a resulting state
from s given IB ⊕DBP and the set of actions K.

Proof. It trivially follows from corollary 1.

Theorem 3 (Relation to C). Let P be any action program in the definite
fragment of C with set of fluents F , (IC ⊕DCP ,FC) its translation, s a state,
sC the interpretation over FC defined as follows: sC = s ∪ {QN | Q ∈ s} ∪
{not QN | not Q ∈ s} and K any set of actions. Then s∗ is a resulting state
from sC given IC ⊕DCP and the set of actions K iff there exists s′ such that s′

is a resulting state from s, given P and the set K and s∗ ≡FL
s′.

Proof. By corollary 2, s∗ is a resulting state from sC given IC ⊕DCP and the
set of actions K iff s′ is a stable model of the program R∪D(s,K) where R and
D(sC ,K) are defined as in theorem 5. From the translation of definite causal
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theories into logic programs presented in [15], it follows that this is equivalent
to say that s′ is a model of the causal theory obtained by all the static rules of
P plus the rules of the form caused J if H for which a dynamic rule

caused J if H after O

belongs to P and Q is true in s ∪K. This, in turn, is equivalent to saying that
s′ is a resulting state from s given P and the set of actions K, as desired.

Theorem 4 (Simplification of updated EAPs). Let I0∪I⊕D0⊕D1⊕. . .⊕
Dk be any update EAP over (F ,A). Let

⊕
En

i be a sequence of events such that:
E1 = K1 ∪ s, where s is any state of the world and K1 is any set of actions;
and the others Eis are any set of actions Kα, or any set assert(initialize(Fβ))
where

⋃
Fβ ≡ I, or any assert(Di) with 1 ≤ i ≤ k. Let s1, . . . , sn be a sequence

of possible resulting states from s given the EAP I0 ⊕ D0 and the sequence of
events

⊕
En

i and Kn+1 a set of actions. Then s1, . . . , sn, s′ is a resulting state
from s given I0⊕D0 and the sequence of events

⊕
En

i ⊕Kn+1 iff s′ is a resulting
state from sn given I0 ∪ I ⊕D0 ⊕D1 ⊕ . . .⊕Dk and the set of actions Kn+1.

Proof. The sequence s1, . . . , sn, s′ is a sequence of possible resulting states iff
there exists a sequence of evolving interpretations M0,M1, . . . Mn, s∗ such that
M0|F ≡ s, Mi|F ≡ si and s∗|F ≡ s′. The trace of M0,M1, . . . Mn, s∗ is the DLP
I0 ⊕ D0 ⊕ T1 . . . ⊕ Tn where each Tis is a set of literal of one of the following
forms:

Ti = Auxi

Ti = Auxi ∪ initialize(Fβ)

Ti = Auxi ∪Dj ] for some 0 ≤ j ≤ k

and Auxi is a set of auxiliary literals of the form Prev(Q) or not Prev(Q), where
Q is an inertial literal or event(τ) or not event(τ), τ being the effect of some
dynamic rule.

To compute s∗, the only relevant part of the trace is formed by the various
initialize(Fβs), Dks and the last set of auxiliary literals Auxn. Moreover, the
semantics does not change if we put the various initialize(Fβs) in the first pro-
gram of the sequence, since a fluent only appears in a Dj after being initialized.
Hence we can simplify the trace of M0,M1, . . . Mn, s∗ into:

I0 ∪ I ⊕D0 ⊕D1 ⊕ . . .⊕Dk ∪Auxn

The set Auxn can be split in three separate sets

Auxn = Prev(sn) ∪ ED(sn,K) ∪Retract(sn)

where Prev(sn) and ED(sn,K) are as defined in the proof of theorem 5 and
Retract(sn) is the set of all literals of the form not event(τ) coming from dynamic
rules whose preconditions are true in sn−1 and false in sn. The negative literals
in Retract(sn) simply rejects facts of the form event(τ) from Auxn−1. Since we
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have already simplified the trace by erasing all the Auxis with i < n, we can
ignore the set Retract(sn). Thus, we obtain that s1, . . . s

′ is a sequence of possible
resulting states iff an interpretation s∗, with s∗|FL

≡ s′, is a refined stable model
of I0 ∪ I ⊕D0 ⊕D1 ⊕ . . . ⊕Dk ⊕ ED(sn,K) ∪ Prev(sn). This is equivalent to
saying that s′ is a resulting state from s given I0 ∪ I ⊕D0 ⊕D1 ⊕ . . .⊕Dk and
the set of actions Kn+1, as desired.
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Abstract. Multidimensional dynamic logic programs (MDLPs) are suit-

able to represent knowledge dynamic in time, or more generally, informa-

tion coming from various sources, partially ordered by arbitrary relevancy

relation, e.g., level of authority. They have been shown useful for mod-

eling and reasoning about multi-agent systems. Various approaches to

define semantics of MDLPs have been presented. Most of the approaches

can be characterized as based on rejection of rules.

It is understood that on some restricted classes of MDLPs several of

these semantics coincide. We focus on acyclic programs. We show that

for a MDLP P and a candidate model M , if P is acyclic to some extent

then several of the known semantics coincide on M . It follows as a direct

consequence that on the class of acyclic programs all of these semantics

coincide.

1 Introduction

Background. In Multidimensional Dynamic Logic Programs (MDLPs), intro-
duced in [1], knowledge is encoded into several logic programs, partially ordered
by a relevance relation. MDLPs have been shown as well suited for represent-
ing knowledge change in time, and as well, to provide favourable representation
for reasoning over information structured by some relevancy relation, such as
authority hierarchies.

Already in [1], authors have shown that MDLPs are useful to model and rea-
son about multi-agent systems. Particularly in logic based multi-agent systems
where knowledge of an agent is naturally represented by rules. Thus, knowledge
associated with an agent at a given state is encoded into a logic program. As-
sume that the agent’s knowledge evolves with time. With each new time-state
new knowledge appears to the agent, in form of rules, perceived trough sensors
or communicated with other agents. This new knowledge may be in general con-
trary to the knowledge inherited from the previous time-states. We want the
agent to be able to resolve such conflicts, assigning more relevance to the more
recent knowledge.

MDLPs allow us to do this in a natural way. Agent’s initial state and sub-
sequent perceptions are modeled as a sequence of logic programs. More recent
information is treated as more relevant. MDLPs assign semantics to the sequence,
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resolving conflicts between rules according to their relevancy. Moreover, they en-
able for determining semantics of the agent’s knowledge at arbitrary state, thus
allowing us to query the agent’s knowledge history.

Besides time, MDLPs are capable of handling other relevancy relations, like
specificity of the information or authority. This is particularly handy in multi-
agent communities where an authoritative hierarchy among the agents is present.
Assume that the knowledge of each agent is represented by a logic program. If an
agent is authoritatively superior to the another one, we treat also the program
of the former one as more relevant than the program of the latter one. Assuming
that the agents obey the authority, we are able to query the global knowledge
of the system but as well the knowledge of a subsystem rendered by an agent
together with all the agents that are inferior to it.

Moreover, the framework allows us to combine several “relevancy dimensions”
into a single MDLP. Thus, we are able to model, e.g., the knowledge distributed
over an authority-enabled community of agents and as well the change of the
whole system in time. Hence, we favor MDLPs as a powerful framework for
modeling and reasoning about knowledge distributed over multi-agent systems,
logic-based in particular. However, a multi-agent system does not have to be
associated with a single MDLP, nor the view provided by the MDLP has to
be global. For instance, each agent may use a MDLP to maintain its own view
of the system, reflecting its own preference amongst the chunks of information
obtained by communication with other agents. Thus, MDLPs may also provide
a local knowledge repository for each agent of the system. For a more detailed
analysis, we refer the reader to [3, 1, 11, 12]. We also refer the reader to [13], in
order to see how extensions of MDLPs can benefit to multi-agent systems, and
to [14] to see how the knowledge of multiple agents can be combined when there
is no authoritative order among the agents.

Motivation. Various approaches have been presented in order to provide a
semantics of MDLPs. Most of these semantics are based on similar notions (e.g.,
generalization of stable model semantics, employing rejection of rules) and are
very close, one to another. Such semantics include P-Justified Update semantics
introduced in [2, 3], Dynamic Stable Model semantics from [4, 1], Update Answer
Set semantics from [5, 3] and Refined Dynamic Stable Model semantics of [6, 7].
(The latest one is only known for linearly ordered MDLPs.) Usually, a new
semantics has been introduced to cope with drawbacks of the older ones. Most
important contributions are those of Leite [3, 8], Eiter et al. [5, 9] and Alferes et
al. [4, 6].

Typically, semantics assigns a set of models to a program. Models are picked
among the interpretations of the program. Authors point out that for some
particular pairs of semantics, for a given MDLP, the model-set of one semantics
is always a subset of the model-set of the other one. Thus, a sort of hierarchy of
the model-sets assigned to a MDLP by different semantics is organized (cf. [3,
5, 6, 10]).

Studying the differences and similarities between these semantics, helps us to
evaluate them w.r.t. our intuitions. Perhaps we do not need such a rich family
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of semantics, indeed if the difference between them shows to be very small.
Particularly, within the field of multi-agent systems, it helps us to determine
whether or not MDLPs are appropriate for a particular application, and if yes,
which semantics to choose.

Also, it is a shared opinion, that on “plain” MDLPs, which are not obfus-
cated with cyclic dependencies (cyclic chains of rules), conflicting rules within
a same logic program and other unconvenient constructs, all of these semantics
coincide. Different behavior on some “abnormal” MDLPs is usually assigned to
the inability of some of the semantics to deal with these abnormalities. Sev-
eral restrictive conditions on MDLPs have been introduced in order to identify
classes of programs on which two or more semantics coincide (cf. [3, 5, 6]). From
this point of view, We find several results of [5, 3, 7], about restricted classes of
MDLPs on which some of the semantics coincide, not tight, as many MDLPs on
which the semantics also match are beyond the proposed classes.

We focus on a hypothesis that has been sketched already (cf. [5, 3, 7]), that
perhaps on MDLPs that do not contain cycles several of the semantics may
coincide. We see this hypothesis as valuable, since acyclic programs form a broad
subclass and it is known that for some, simpler, applications they are sufficient.
So, we suggest further evaluation of these semantics w.r.t. the class of acyclic
programs and programs with limited occurrence of cyclic dependencies.

Contribution. As in [3, 15], we build MDLPs over a more general language of
generalized extended logic programs that unifies the previous approaches under
a common framework, allowing for more elegant comparisons, while keeping the
previous approaches as special cases, so the results are propagated.

We introduce a new concept of sufficient acyclicity. Logic program is suffi-
ciently acyclic if each of its literals is supported by at least one acyclic derivation.
As the main result we establish a restrictive condition, using the notion of suf-
ficient acyclicity, under which four (five) of the semantics coincide on the given
interpretation of the given MDLP (linear MDLP). It trivially follows that on
acyclic programs these semantics coincide entirely. This article presents the re-
sults of the author’s Master’s thesis [10] that can be viewed as its extended
version.

2 Preliminaries

We first introduce basic concepts from logic programming. Logic programs are
build from propositional atoms. The set of all atoms is denoted by A. We employ
two kinds of negation, explicit negation ¬ and default negation not . Let p be
a proposition. By ¬ p we intuitively mean that (we know that) A is not true.
Default negation is sometimes called negation as failure. We use it to express
lack of objective evidence: by not p we intuitively mean that we have no evidence
confirming that p is true.

An objective literal is an atom or an atom preceded by explicit negation
(e.g., A ∈ A and ¬ A are objective literals). A default literal is an objective
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literal preceded by default negation (e.g., not A, not ¬ A are default literals,
A ∈ A). Both objective literal and default literal are literals. We denote the set
of all objective literals by O, the set of all default literals by D and the set of all
literals by L.

A rule is a formula L ← L1, . . . , Ln, where n ≥ 0 and L,L1, . . . , Ln ∈ L.
A rule of a form L ← (i.e., n = 0) is called a fact. For each rule r of a form
L← L1, . . . , Ln we call the literal L the head of r and denote it by h(r) and we
call the set {L1, . . . , Ln} the body of r and denote it by b(r).

A set of rules P is called a generalized extended logic program (logic program,
GELP). GELPs are the most general logic programs that we use. We favor
the approach outlined in [3, 15], where MDLPs are built over GELPs, unifying
the previous approaches under a common framework, allowing for more elegant
comparisons, while keeping the previously used languages as special cases, so
the results are propagated. We also remark, that GELPs enable to properly
manipulate three truth values, “something is true”, “something is false”, and
“we do not know”, allowing to adequately switch from one to another, what we
mark as a desirable feature, once dealing with knowledge updates.

Several other flavours of logic programs do exist. We mention extended logic
programs, a subclass of GELPs formed by programs that do not contain default
literals in heads of rules. Generalized logic programs do not allow explicit nega-
tion at all, i.e., for each objective literal L, contained in the program, it holds
that L ∈ A, and for each default literal not L, contained in the program, it holds
that L ∈ A. A logic program is definite if it only contains atoms of A in the
heads, as well as in the bodies of its rules, i.e., definite logic programs do not
allow negation at all.

Let P be a GELP. The expanded version of P is the program Ṗ = P ∪
{not ¬ h(r) ← b(r) | r ∈ P ∧ h(r) ∈ O}. Two literals L ∈ O and not L are said
to be conflicting. Two rules are conflicting if their heads are conflicting literals.
We denote this by L �� L′ and by r �� r′ respectively. For any set of literals S,
S+ = S ∩ O and S− = S ∩ D.

A set of literals that does not contain a pair of conflicting literals is called
an interpretation. An interpretation is total if for each L ∈ O it contains L or
not L. A literal L is satisfied in an interpretation I if L ∈ I and we denote it by
I � L. Also I � S, a set of literals S, if I � L for each L ∈ S. A rule r is satisfied
in an interpretation I (denoted by I � r) if I � h(r) whenever I � b(r). Let P
be a definite logic program. We denote by least(P ) the unique least model of P
that exists, as showed by van Emden and Kowalski in [16].

Most of the semantic approaches in dynamic logic programming build
on ideas of the stable model semantics of logic programs that has been
introduced by Gelfond and Lifschitz in [17]. According to this semantics a
total interpretation M is a stable model of a GELP P if it holds that
M = least(P ∪M−)1.

1 With an abuse of notation, we commonly treat (sets of) literals as (sets of) facts, and

also GELPs as definite programs, considering each negated literal as a new atom.
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3 MDLPs and Various Semantics Based on Rejection of

Rules

Logic programs have been proven useful in the area of knowledge representation.
As long as the information we deal with is rather static we face no problem to
encode it in form of a logic program. But we reach the barrier very soon, when
dealing with information change in time, or when integrating information from
several sources with various levels of relevancy.

To deal with this problem, the framework of dynamic logic programming has
been introduced in [4]. In this framework information is encoded into several
programs that are linearly ordered into a sequence by their level of relevancy.
Such sequences are called dynamic logic programs.

This framework has been further generalized in [1] by allowing logic pro-
grams ordered by arbitrary (i.e., also non-linear) partial ordering. Multidimen-
sional dynamic logic programs were born. We formalize the latter approach in
Definition 1.

Definition 1. Let G = (V,E) be a directed acyclic graph with finite set of ver-
tices V . Let P = {Pi | i ∈ V } be a set of logic programs. The pair (P, G) is a
multidimensional dynamic logic program or often just program or MDLP.

We often use just P instead of (P, G) and assume the existence of the cor-
responding G. The multiset of all rules of the expanded versions Ṗi of the logic
programs Pi, i ∈ V of P is denoted by 	P . Let i, j ∈ V , we denote by i ≺ j (and
also by Pi ≺ Pj) if there is a directed path from i to j in G. We denote by i & j
(and by Pi & Pj) if i ≺ j or if i = j.

A dynamic logic program (DLP, linear MDLP) is such a MDLP P whose G
is collapsed into a single directed path. So, DLPs form a subclass of MDLPs,
they are precisely all linearly ordered MDLPs.

Most of the semantic approaches in dynamic logic programming are based on
the ideas of stable model semantics of simple logic programs. A set of models is
assigned to a program by each of these semantics. Models are picked among the
interpretations of the program.

As a MDLP in general may contain conflicting rules, semantics try to resolve
these conflicts, when it is possible, according to the relevancy level of the con-
flicting rules. A common approach is to assign a set of rejected rules to a given
program P and a “candidate model” interpretation M . Rejected rules are then
subtracted from the union of all rules of P, gaining the residue of P w.r.t. M .
Also the set of default assumptions (sometimes just defaults) is assigned to P
and M . Defaults are picked among the default literals. A fix-point condition is
verified, whether M coincides with the least model of the union of the residue
and the default assumptions. If so, then M is a model of P w.r.t. the semantics.
A semantics that can be characterized in this manner is said to be based on
rejection of rules or rule-rejecting.

Once we deal with several rule-rejecting semantics, then any difference be-
tween them originates in the way how particularly rejection of rules and default
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assumptions are implemented in these semantics. Two different kinds of rejection
have been used with MDLPs. The original rejection used in [4, 1] keeps each rule
intact as long as there is no reason for rejecting it in form of a more relevant rule
that is satisfied in the considered interpretation. Formally, the set of rejected
rules of P w.r.t. M is

Rej (P,M) = {r ∈ Ṗi | (∃r′ ∈ Ṗj) i ≺ j,M � b(r′), r �� r′} .

In [5], an alternative notion of rejection has been introduced, allowing each
rule to reject other rules only if it is not rejected already. Such a set of rejected
rules of P w.r.t. M is formalized as

Rej �(P,M) = {r ∈ Ṗi | (∃r′ ∈ Ṗj) i ≺ j,M � b(r′), r �� r′, r′ /∈ Rej �(P,M)} .

Originally, in [2], default assumptions have been computed just exactly as in
the stable model semantics of logic programs. Formally,

Def �(P,M) = M− .

Later on, in [4, 1], another approach has been introduced, as the original
set of defaults showed to be too broad. We formalize defaults according to this
approach as

Def (P,M) = {not L | L ∈ O, (�r ∈ 	P) h(r) = L,M � b(r)} .

Combining two implementations of rejection and two of default assumptions
immediately leads to four semantics of MDLPs. We define each of them formally
in the following.

Definition 2. A rule-rejecting semantics that uses Rej (P,M) for rejection and
Def �(P,M) for defaults is called the dynamic justified update (DJU) semantics.
That is, a total interpretation M is a model of a MDLP P w.r.t. the DJU
semantics whenever M = least(Res(P,M) ∪ Def �(P,M)), where Res(P,M) =
	P \ Rej (P,M) is the residue.

The DJU semantics is the very first rule-rejecting semantics that has been
used in dynamic logic programming. If we restrict to DLPs build from generalized
logic programs, it is identical with the P-justified updates semantics of [2]. Soon
the original default assumptions showed to be too broad. In [4, 1], they have
been replaced by Def (P,M). The semantics is formally defined as follows.

Definition 3. A rule-rejecting semantics that uses Rej (P,M) for rejection and
Def (P,M) for defaults is called the dynamic stable model (DSM) semantics. Or
equivalently, a total interpretation M is a model of a MDLP P w.r.t. the DSM
semantics whenever M = least(Res(P,M) ∪ Def (P,M)), where the residue is
as in Definition 2.

In [5], the alternative notion of rejection, Rej �(P,M), has been combined with
Def �(P,M) to produce semantics for DLPs build from extended logic programs.
The semantics has been originally called the update answer set semantics. In
our setting we formalize it in Definition 4.
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Definition 4. A rule-rejecting semantics that uses Rej �(P,M) for rejection and
Def �(P,M) for defaults is called the backward dynamic justified update (BDJU)
semantics. In other words, a total interpretation M is a model of a MDLP
P w.r.t. the BDJU semantics whenever M = least(Res�(P,M) ∪ Def �(P,M)),
where Res�(P,M) = 	P \ Rej �(P,M) is the residue.

By the label “backward” we indicate use of Rej �(P,M) rejection, as the algo-
rithm for its computation from [5] traverses P in backward direction compared
to the one for Rej (P,M) found in [4, 1]. In [3], the three above mentioned se-
mantics have been brought to a more general platform offered by GELPs. Also a
backward variant of the DSM semantics has been introduced, that we formalize
in Definition 5. In [3], this semantics is called the U-model semantics.

Definition 5. A rule-rejecting semantics that uses Rej �(P,M) for rejection and
Def (P,M) for defaults is called the backward dynamic stable model (BDSM)
semantics. That is, a total interpretation M is a model of a MDLP P w.r.t.
the BDSM semantics whenever M = least(Res�(P,M)∪Def (P,M)), where the
residue is as in Definition 4.

The set of all models of a program P w.r.t. the DJU semantics is denoted
by DJU (P). Similarly, DSM (P), BDJU (P) and BDSM (P) are the sets of all
models according to the remaining three semantics.

We have presented four rule-rejecting semantics of MDLPs. The following
two examples taken from [3] show that each of this semantics is different.

Example 1. Let P = {P1 ≺ P2} where P1 = {a ← }, P2 = {not a ← not a}.
It holds that DSM (P) = BDSM (P) = {{a,not ¬ a}}. But, for the other two,
DJU (P) = BDJU (P) = {{a,not ¬ a}, {not a,not ¬ a}}.

Example 2. Let P = {P1 ≺ P2 ≺ P3} where P1 = {a ← }, P2 = {not a← } and
P3 = {a ← a}. It holds that DJU (P) = DSM (P) = {{not a,not ¬ a}}. On the
other hand, BDJU (P) = BDSM (P) = {{a,not ¬ a}, {not a,not ¬ a}}.

Moreover, as it has been shown in [3], the sets of models assigned to arbitrary
program P, one set by each of these semantics, form a kind of hierarchy w.r.t.
the set inclusion relation. The DSM semantics is the most restrictive one, the set
of models w.r.t. DSM is always a subset of the other model-sets. On the other
hand, the set of models w.r.t. any semantics is always a subset of the one w.r.t.
BDJU, which always provides the broadest set of models. We summarize these
observations in Theorem 1 taken from [3].

Theorem 1. For each MDLP P it holds that

DSM (P) ⊆ DJU (P) ⊆ BDJU (P) ,

DSM (P) ⊆ BDSM (P) ⊆ BDJU (P) .



Dynamic Logic Programming 85

4 Equality on the Class of Acyclic Programs

We have shown in Examples 1 and 2 that the four rule-rejecting semantics are in
general distinct. However, many MDLPs exist, such as the one from Example 3,
on which these four semantics coincide.

Example 3. Let P = {P1, P2, P3 | P1 ≺ P3, P2 ≺ P3}. Let P1 = {a ← },
P2 = {not a ← } and P3 = {a ← }. This simple MDLP can be viewed as
a model of a community of three agents, who take part in the hierarchy of
authorities. The first two of them are of incomparable authority and moreover,
they have conflicting knowledge. This conflict is resolved by the third one of
them, who is represented by logic program P3 and its authority level is superior
to the former two. All of the four semantics agree with this intuition and assign
M = {a,not ¬ a} to P as its single model.

Examples like this one lead us to a hypothesis that there probably are vast
classes of programs on which several semantics coincide. It shows that several
rule-rejecting semantics possibly behave equally on “plain” programs, that are
not obfuscated with cyclic dependencies among literals or other obstacles. Dif-
ferent behavior on such programs is supposed to be caused by different ability
of the semantics to deal with such obstacles.

To evaluate cyclic dependencies among literals in programs we adopt the
graph-theoretic framework introduced in [5]. An AND/OR-graph (N,C) is a
hypergraph, whose set of nodes N = NA 'NO decomposes into the set of AND-
nodes NA and the set of OR-nodes NO, and its set of connectors C = N×

⋃|N |
i=0 N i

is a function, i.e., for each I ∈ N there is exactly one tuple 〈O1, . . . , Ok〉 s.t.
〈I,O1, . . . , Ok〉 ∈ C. For any connector 〈I,O1, . . . , Ok〉, I is its input node and
O1, . . . , Ok are its output nodes.

Let (N,C) be an AND/OR-graph, I ∈ N and 〈I,O1, . . . , Ok〉 ∈ C. A tree p
is a path in (N,C) rooted in I if one of the following conditions holds:

(i) k = 0 ∧ p = 〈I〉,
(ii) k > 0 ∧ I ∈ NA ∧ p = 〈I, p1, . . . , pk〉,
(iii) k > 0 ∧ I ∈ NO ∧ (∃i) 1 ≤ i ≤ k ∧ p = 〈I, pi〉,

where pi is a path in (N,C) rooted in Oi, 1 ≤ i ≤ k.
Let p = 〈I, p1, . . . , pk〉 be a path in an AND/OR-graph. A path p′ is a subpath

of p if p′ = p or p′ is a subpath of pi for some i, 1 ≤ i ≤ k. A path p in an
AND/OR-graph is said to be acyclic if for every subpath p′ (including p) rooted
in the node R, no subpath p′′ of p′ is rooted in R.

Definition 6. Let P be a logic program. An AND/OR-graph GP = (N,C) is
associated with P if both of the following conditions hold:

(i) NA = P ∧NO = L ,
(ii) C = {〈r, L1, . . . , Lk〉 | r = L← L1, . . . , Lk ∈ P}

∪ {〈L, r1, . . . , rn〉 | {r1, . . . , rn} = {r ∈ P | h(r) = L}} .
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Armed with such a framework we instantly identify the class of acyclic pro-
grams in Definition 7. Clearly, this definition is equivalent to the original one,
as introduced in [18].

Definition 7. We say that logic program P is strictly acyclic (or just acyclic)
if GP does not contain a path that is cyclic. We say that a MDLP P is strictly
acyclic if 	P is strictly acyclic.

In [5], further reduction of GP is utilized, once an interpretation M and a
given notion of rejection are available. The resulting reduced AND/OR-graph is
stripped from dependencies corresponding to rules that are rejected or that are
not applicable.

Definition 8. Let P be a MDLP, M a total interpretation and Rejected(P,M)
a set of rejected rules according to some rule-rejecting semantics. The reduced
AND/OR-graph of P with respect to M , GM

P is obtained from GP by

1. removing all r ∈ NA and their connectors (as well as removing r from all
connectors containing it as an output node) if either r ∈ Rejected(P,M) or
M � b(r), and

2. replacing, for every L ∈ O, the connector of not L by the 0-connector 〈not L〉,
if L is associated with 0-connector after step 1 and no r ∈ Rejected(P,M)
exists s.t. h(r) = L.

Possessing the outlined framework, authors of [5] have introduced the “root
condition” and the “chain condition”, that we adopt in Definition 9 and 10
respectively.

Definition 9. Let P be a MDLP, M a total interpretation and Rejected(P,M)
a set of rejected rules according to some rule-rejecting semantics. We say that
P, M and Rejected(P,M) obey the root condition if, for each not L ∈M−, one
of the following conditions holds:

(i) (∀r ∈ 	P) h(r) = L =⇒ M � b(r),
(ii) there exists an acyclic path p in GM

P rooted in not L.

Definition 10. We say that a MDLP P and a total interpretation M obey the
chain condition if, for each pair of rules r ∈ Pi, r′ ∈ Pj s.t. i ≺ j, r �� r′,
M � b(r), M � b(r′) and r′ ∈ Rej �(P,M), there also exists r′′ ∈ Ps s.t. j ≺ s,
r′ �� r′′ and b(r′′) ⊆ b(r).

A theorem follows in [5], stating that if both, the root and the chain condition,
are satisfied by a DLP P, a total interpretation M and Rej (P,M) then M ∈
DSM (P) if and only if M is a model of P (both transformed to extended logic
programs) w.r.t. the BDJU semantics.

In [3] relations between all four of these semantics are further investigated,
once all four are generalized to the platform of GELPs. It is shown there, that
the root condition renders a proper subclass of DLPs, in order to compare two
semantics that utilize Def (P,M) and Def �(P,M) for defaults respectively, and
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share the same implementation of rejection. We adopt this proposition from [3]
and generalize it to the platform of MDLPs in Theorem 2. In [3] it is also shown
that two pairs of semantics that differ in rejection but use the same defaults,
pairwise, coincide on a DLP P and a total interpretation M if they obey the
chain condition. We adopt this proposition in Theorem 3.2

Theorem 2. Let P be a MDLP, M a total interpretation. Then it holds that:

(i) M ∈ DJU (P) ≡ M ∈ DSM (P) if and only if P, M and Rej (P,M) obey
the root condition,

(ii) M ∈ BDJU (P) ≡ M ∈ BDSM (P) if and only if P, M and Rej �(P,M)
obey the root condition.

Theorem 3. Let P be a MDLP, M a total interpretation. If P and M obey the
chain condition then each of the following propositions holds:

(i) M ∈ DJU (P) ≡M ∈ BDJU (P) ,
(ii) M ∈ DSM (P) ≡M ∈ BDSM (P) .

It follows in [3], that if both of the conditions are obeyed by P and M , then all
four of the semantics coincide on P and M . However, as we show in Example 4,
many times the chain condition is not obeyed but the semantics do coincide. We
argue that this restriction is not accurate.

Example 4. Let P = {P1 ≺ P2 ≺ P3}, P1 = {a ← }, P2 = {not a ← }
and P3 = {a ← not b}. The chain condition is not obeyed by P and M =
{a,not b,not ¬ a,not ¬ b}. Yet, DSM (P) = BDSM (P) = {M} and DJU (P) =
BDJU (P) = {M}.

We now return to considerations about programs with restricted occurrence
of cycles. We focus on a hypothesis that different behavior of semantics is always
accompanied by presence of cyclic dependencies among literals. Our aim is to
restrict somehow the occurrence of cyclic dependencies in order to establish the
coincidence of the semantics.

Programs with cycles are often considered odd. Self-dependence, connected
with presence of cycles, is marked as unpleasant and undesirable feature, as
strict, deductive reasoning – closely interconnected with mathematical logic –
forbids it. Yet, in logic programming cycles are useful, for example to express
equivalence. Moreover there are programs that contain cycles and still different
semantics match regarding them. Both of these features are apparent from Ex-
ample 5. Hence we introduce yet another, weaker, condition of acyclicity in the
consecutive Definition 11. With this condition, we are able to identify programs,
where cycles may be present, but each literal is supported by at least one acyclic
derivation.

2 We remark that this property does not depend on the particular choice of defaults.

In fact, it holds for arbitrary set of default assumptions. See [10] for details.
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Example 5. Let P = {P1 ≺ P2}, P1 = {a ← b; b ← a} and P2 = {a ← }.
All of the four semantics match on P. DJU (P) = DSM (P) = BDJU (P) =
BDSM (P) = {{a, b,not ¬ a,not ¬ b}}. Actually, the cyclic information of pro-
gram P1 is not redundant in any way. P1 states that the truth value of a is
equivalent with the truth value of b and vice versa. Later, when the more recent
knowledge of P2 appears telling that a is true we derive that also b is true.

Definition 11. We say that logic program P is sufficiently acyclic if for every
literal L ∈ L there exists an acyclic path in the hypergraph GP associated with P
that is rooted in L. A MDLP P is sufficiently acyclic whenever 	P is sufficiently
acyclic.

The application of the condition of sufficient acyclicity on MDLPs in general
is, however, useless – as when the residue is computed, several rules are retracted
and the condition may not be satisfied any more. So we resort to the one-model
relations of two semantics quite like in the case of the root condition. The relation
is established for a program and a given model. Possessing a candidate-model,
the residue is determined, and the condition is applied on the residue instead of
the whole program.

To establish one-model equivalence of two semantics on a program, we re-
peatedly use a method, that is sketched in Remark 1.

Remark 1. Let P be a MDLP and let M be a total interpretation. Let S1 and
S2 be two rule-rejecting semantics with shared implementation of defaults and
different implementation of rejection. Let D be the set of defaults assigned to P
and M by these semantics and let R1 and R2 be the residues assigned to P and
M by S1 and S2 respectively. If

(i) M ∈ S2(P),
(ii) R1 ⊆ R2,

then M ∈ S1(P) if and only if there exists such R ⊆ R1 that M = least(R∪D) –
i.e., we are able to find R, a subset of R1, s.t. R still contains enough of rules that
are necessary to compute M . Therefore we concentrate on searching for such sets
R ⊆ R1 in order to establish equivalence of S1 and S2 regarding P and M .

The condition for one-model equality of that pairs of semantics that differ in
the implementation of rejection and use same defaults is expressed in Theorem 4.
The theorem uses the following lemma.

Lemma 1. Let S be the BDSM or the BDJU semantics. Let P be a MDLP,
M ∈ S(P) and let Defaults(P,M) be the default assumptions assigned to P and
M by S. If the set R defined as

R = {r | r ∈ Res(P,M) ∧M � b(r)}

is sufficiently acyclic then M can be computed as a model in the given semantics
using only the rules of R. That is, M = least(R ∪Defaults(P,M)).
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Proof. Since R is sufficiently acyclic, there exists a rule r ∈ R such that for each
L ∈ b(r) for no r′ ∈ R holds h(r′) = L. And r ∈ R so it holds that M � b(r).
From Definitions 2 and 4 and from how R is defined it follows that for each rule
q ∈ Res�(P,M), M � b(q) there is a q′ ∈ R s.t. h(q) = h(q′) and since M ∈ S(P)
then b(r) ⊆ Defaults(P,M). We now construct

M0 = Defaults(P,M) , M1 = M0 ∪ h(r) ,

R0 = R , R1 = R0 \ {r′′ | h(r′′) = h(r)} .

Assume that M j and Rj are constructed by adding one literal L ∈ L to M j−1

and removing all r′′ from Rj−1 such that h(r′′) = L, 0 < j ≤ i. Again, as R is
sufficiently acyclic, there is r ∈ Ri s.t. for each L ∈ b(r) for no r′ ∈ Ri holds
h(r′) = L. From the construction of Di, Ri it follows that

(∀j ≤ i) M j ∪ {h(r) | r ∈ Rj} = M .

Therefore b(r) ⊆M i, and so we are able to construct

M i+1 = M i ∪ h(r) , Ri+1 = Ri \ {r′′ ∈ Ri | h(r′′) = h(r)} .

It is straightforward that
⋃∞

i=1 M i = M . This way we have computed M as
a model in S only from the rules of R. (Step by step, we have simulated the
iterations of the least(·) operator.) In other words,

M = least(R ∪Defaults(P,M)) .

��
Theorem 4. Let P be a MDLP and M be its total interpretation. If the set

R = {r | r ∈ Res(P,M) ∧M � b(r)}

is sufficiently acyclic then it holds that

(i) M ∈ DSM (P) ≡M ∈ BDSM (P), and also
(ii) M ∈ DJU (P) ≡M ∈ BDJU (P).

Proof. The only-if part of both (i) and (ii) follows from Theorem 1. The if
part proves as follows. Let P be a MDLP. Let M ∈ BDSM (P) (BDJU (P)
respectively). Let R be sufficiently acyclic. From Lemma 1 we get that M can
be computed only using the rules of R. Since

R ⊆ Res(P,M) ⊆ Res�(P,M) ,

it follows from Remark 1 that M ∈ DSM (P) (M ∈ DJU (P)). ��

In Theorem 4 we have presented a restrictive condition for one-model equality
of those pairs of semantics that differ in rejection and use same defaults. We now
show (in Lemma 2) that under this condition also the root condition is satisfied.
It follows as a direct consequence of this lemma and Theorem 4 that under our
condition all four semantics coincide (Corollary 1).
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Lemma 2. Let P be a MDLP and M its total interpretation. Let

R = {r | r ∈ Res(P,M) ∧M � b(r)} .

If R is sufficiently acyclic then both of the triples P, M , Rej (P,M) and P, M ,
Rej �(P,M) obey the root condition.

Proof. R is sufficiently acyclic, hence for every L ∈ M− either L ∈ Def (P,M)
and then condition (i) of Definition 9 (root condition) is satisfied or there exists
a rule r ∈ Res(P,M) s.t. M � b(r) and h(r) = L and therefore also r′ ∈ R
s.t. h(r′) = L and so there is a path p in GR rooted in L that is acyclic. The
subpath p′ of p, terminated in every not L′ ∈ D whose connector was replaced
by 〈not L′〉 in step 2 of the construction of GM

P , is an acyclic path in GM
P rooted

in L. And so condition (ii) of Definition 9 is satisfied. Hence the root condition
is obeyed by P, M and Rej (P,M).

As for each r ∈ Res(P,M), M � b(r) there exists such r′ ∈ Res�(P,M)
that h(r′) = h(r) and M � b(r′) and vice versa, we get that also P, M and
Rej �(P,M) obey the root condition. ��

Corollary 1. Let P be a MDLP and M its total interpretation. If the set

R = {r | r ∈ Res(P,M) ∧M � b(r)}

is sufficiently acyclic then

M ∈ DSM (P) ≡M ∈ BDSM (P) ≡ M ∈ DJU (P) ≡M ∈ BDJU (P) .

Moreover, as for a strictly acyclic program each of its subsets is sufficiently
acyclic, it trivially follows that all four semantics coincide on strictly acyclic
programs as we state in the following corollary.

Corollary 2. Let P be a strictly acyclic MDLP. Then

DSM (P) = BDSM (P) = DJU (P) = BDJU (P) .

We have shown that the four rule-rejecting semantics coincide on strictly
acyclic programs. In Corollary 1 we have also established a more accurate re-
striction that renders the one-model equivalence of the semantics. However, com-
paring entire model-sets assigned to a program by two semantics one by one is
computationally as complex as computing and enumerating these two model-
sets. So, this result is rather of theoretical value.

5 RDSM Semantics and DLPs

In [7], Alferes et al. have introduced a new semantics for linear DLPs. Motiva-
tion for this new semantics roots in the observation that even the most restric-
tive semantics, DSM, provides counterintuitive models for some programs (cf.
Example 6).
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Example 6. Let P = {P1 ≺ P2} where P1 = {a ← ;not a← } and P2 = {a ← a}.
It holds that DSM ({P1}) = ∅, it is not surprising as P1 is contradictory. If
we inspect the single rule of P2 we see that it actually brings no new factual
information. We suppose that addition of such rule should not add new models
to the program. However, DSM (P) = {{a,not ¬ a}}.

Such rules as the one of P2 from Example 6, having head a subset of the
body, are called tautological. Tautological rules are in fact just a special case of
cycles that only span throughout one rule. In [7], authors have identified even
broader class of extensions of DLPs that, according to their intuition, should not
yield new models of the programs. Such extensions are called refined extensions.
Then a principle has been formed, stating that, having a proper semantics, if a
program P ′ is just a refined extension of P then it should not have a model that
is not also a model of P. This principle is called the refined extension principle.
We refer the reader who is interested in precise definitions to [7].

In [7], also a modified DSM semantics has been introduced. The modification
is slight, two conflicting rules of the same program are allowed to reject each
other. Formally, the set of rejected rules of this semantics is

RejR(P,M) = {r ∈ Ṗi | (∃r′ ∈ Ṗj) i & j,M � b(r′), r �� r′} .

The semantics is formalized in Definition 12.

Definition 12. A rule-rejecting semantics of DLPs that uses RejR(P,M) for
rejection and Def (P,M) for defaults is called the refined dynamic stable model
(RDSM) semantics. In other words, a total interpretation M is a model of a DLP
P w.r.t. the RDSM semantics whenever M = least(ResR(P,M) ∪ Def (P,M)),
where ResR(P,M) is the residue.

We agree with [7] that the RDSM semantics is very favourable. It has been
shown in [7] that it satisfies the refined extension principle and, as we adopt
in Theorem 5, it always yields such model-set that is a subset of the model-
set w.r.t. the DSM semantics. Moreover, it has been precisely described and
motivated in [7], why some models provided by DSM should be excluded.

Theorem 5. For any DLP P it holds that RDSM (P) ⊆ DSM (P).

In [7], it further has been shown that for a program P that does not contain
a pair of conflicting rules in the very same Pi ∈ P, the RDSM and the DSM
semantics coincide. However, this result neither is tight as many programs exist
s.t. DSM and RDSM coincide on them and the condition is not satisfied.

The RDSM semantics has been introduced only for linear DLPs and according
to our deepest knowledge all attempts to generalize it for MDLPs have failed
so far (cf. [19]). Hence, in this section, we restrict our considerations to linear
DLPs. In the remaining we show that under a very similar restriction as the one
of Corollary 1, for a given model, all five of the semantics coincide.

First of all, the following example demonstrates why the condition has to be
altered.
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Example 7. Recall again the program P from Example 6. Let M = {a,not ¬a}.
Even if R = {a ←, a ← a} is sufficiently acyclic, M ∈ DSM(P ) and M /∈
RDSM(P ). Indeed, the fact that R � ResR(P,M) causes the trouble. The

sufficient acyclicity is broken in ResR(P,M) and therefore a can not be derived
in the refined semantics.

The further restrictive condition is introduced in Theorem 6, where we prove
the one-model coincidence of RDSM and DSM and we also confirm that the
propositions of Theorem 4 hold under this modified condition as well. The the-
orem uses the following lemma.

Lemma 3. Let semantics S be one of DSM, DJU, BDSM and BDJU. Let P be
a DLP. Let M ∈ S(P). Let Rejected(P,M) be the rejected rules, Residue(P,M)
be the residue and Defaults(P,M) be the defaults assigned to P and M by S. If

R′ = {r | r ∈ ResR(P,M) ∧M � b(r)}

is sufficiently acyclic then M can be computed as a model in the given semantics
using only the rules of R′. That is, M = least(R′ ∪Defaults(P,M)).

Proof. From Definitions 2, 4 and 12 and from how R′ is defined it follows that
if M ∈ S(P) then for each rule q ∈ Residue(P,M), M � b(q) there is a q′ ∈ R′

s.t. h(q) = h(q′). Once we are aware of this fact this lemma is proved exactly as
Lemma 1. ��

Theorem 6. Let P be a DLP and M be its total interpretation. If

R′ = {r | r ∈ ResR(P,M) ∧M � b(r)}

is sufficiently acyclic then the following propositions hold:

(i) M ∈ DSM (P) ≡M ∈ RDSM (P) ,
(ii) M ∈ DSM (P) ≡M ∈ BDSM (P) ,
(iii) M ∈ DJU (P) ≡M ∈ BDJU (P) .

Proof. Propositions (ii) and (iii) are proved like in the above Theorem 4. The if
part of (i) follows from Theorem 5. The only if part of (i) proves as follows.

Let M ∈ DSM (P). Let R′ be sufficiently acyclic. From Lemma 3 we know
that M can be computed using only the rules of R′. Also

R′ ⊆ ResR(P,M) ⊆ Res(P,M) ,

so it follows from Remark 1 that M ∈ RDSM (P). ��

In the following lemma we show that even if we have slightly modified the
condition, its satisfaction still implies that the root condition is also satisfied.
Hence if the modified condition is satisfied, all five of the semantics for DLPs
coincide on a given model as we state in Corollary 3.
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Lemma 4. Let P be a MDLP and M its total interpretation. Let

R′ = {r | r ∈ ResR(P,M) ∧M � b(r)} .

If R′ is sufficiently acyclic and M ∈ DJU (P) (M ∈ BDJU (P)) then P, M ,
Rej (P,M) (P, M , Rej �(P,M)) obey the root condition.

Proof. This lemma the same way as Lemma 2 if we realize that when M ∈
DJU (P) (M ∈ BDJU (P)) then for each rule r ∈ Res(P,M) (r ∈ Res�(P,M))
s.t. M � b(r) and h(r) = L there also exists r′ ∈ R′ s.t. h(r′) = L. ��

Corollary 3. Let P be a DLP and M its total interpretation. If the set

R′ = {r | r ∈ ResR(P,M) ∧M � b(r)}

is sufficiently acyclic then

M ∈ DSM (P) ≡M ∈ BDSM (P) ≡ M ∈ RDSM (P) ≡
≡ M ∈ DJU (P) ≡M ∈ BDJU (P) .

As for Corollary 1, also for Corollary 3 it holds that if, using it, we want
to compare entire model-sets assigned to a program by a pair of semantics,
computational complexity is the same as enumerating and comparing these two
model-sets. Anyway, it trivially follows from this corollary that all five of the
semantics coincide on strictly acyclic programs, as follows in Corollary 4.

Corollary 4. Let P be a strictly acyclic DLP. Then

DSM (P) = BDSM (P) = RDSM (P) = DJU (P) = BDJU (P) .

6 Conclusion

In accordance with [3, 15], we have built MDLPs over a more general language
of GELPs, that allows for more elegant comparisons, since no transformations
are necessary, as the previous approaches are obtained as its special cases. We
have then compared four different rule-rejecting semantics of MDLPs and in
addition one more when restricted to linear DLPs. We have introduced sufficient
acyclicity. Using this notion, we have provided a restrictive condition on a MDLP
(DLP) P and a given candidate model M s.t. if it is satisfied all four (five)
semantics coincide on P and M . As a trivial consequence we have stated the
main result, that on strictly acyclic programs all four (five) of the semantics
coincide.

There are several open problems. As there are programs that contain cycles
and several of the five semantics coincide on them, the search for a more proper
characterization of the class of programs on which these semantics coincide is
still open. In this line, we suggest investigation of other well known classes, as
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stratified and call-consistent programs. One of the most favourable semantics,
RDSM, is only known for DLPs, generalizing RDSM to MDLPs is a challenging
problem. Comparing semantics that are based on rejection of rules with other
approaches (such as the one of [15] based on Kripke structures) might be inter-
esting. To meet this goal, we propose that more abstract criteria for evaluating
these semantics should be introduced, seeing some of the present ones, e.g., the
refined extension principle of [6, 7], too attached to the rule-rejecting framework.
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tions. I would like to thank to Ján Šefránek and João A. Leite for their advising
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Abstract. In this work, we extend the architecture of agents (and robots)

based upon fixed, one-size-fits-all cycles of operation, by providing a frame-

work of declarative specification of agent control. Control is given in terms

of cycle theories, which define in a declarative way the possible alterna-

tive behaviours of agents, depending on the particular circumstances of

the (perceived) external environment in which they are situated, on the

internal state of the agents at the time of operation, and on the agents’

behavioural profile. This form of control is adopted by the KGP model of

agency and has been successfully implemented in the PROSOCS platform.

We also show how, via cycle theories, we can formally verify properties of

agents’ behaviour, focusing on the concrete property of agents’ interrupt-
ibility. Finally, we give some examples to show how different cycle theories

give rise to different, heterogeneous agents’ behaviours.

1 Introduction

To make theories of agency practical, normally a control component is proposed
within concrete agent (robot) architectures. Most such architectures rely upon a
fixed, one-size-fits-all cycle of control, which is forced upon the agents whatever
the situation in which they operate. This kind of control has many drawbacks,
and has been criticised by many (e.g. in robotics), as it does not allow us to
take into account changes in the environment promptly and it does not take into
account agent’s preferences and “personality”.

In this paper, we present an alternative approach, which models agents’ con-
trol via declarative, logic-based cycle theories, which provide flexible control in
that: (i) they allow the same agent to exhibit different behaviour in different
circumstances (internal and external to the agent), thus extending in a non-
trivial way conventional, fixed cycles of behaviour, (ii) they allow us to state
and verify formal properties of agent behaviour (e.g. their interruptibility), and
thus (iii) provide implementation guidelines to design suitable agents for suitable
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applications. Furthermore, cycle theories allow different agents to have different
patterns of behaviour in the same circumstances, by varying few, well-identified
components. Thus, by adopting different cycle theories we obtain behaviourally
heterogeneous agents.

The notion of cycle theory and its use to determine the behaviour of agents
can in principle be imported into any agent system, to replace conventional fixed
cycles. However, in defining the cycle theory of an agent, we will assume that
the agent is equipped with a pool of state transitions that modify its internal
state. We will understand the operation of agents simply in terms of sequences
of such transitions. Such sequences can be obtained from fixed cycles of opera-
tion of agents as in most of the literature. Alternatively, such sequences can be
obtained via fixed cycles together with the possibility of selecting amongst such
fixed cycles according to some criteria e.g. the type of external environment in
which the agent will operate (see the recent work of [4]). Yet another possibil-
ity, that we pursue in this paper, is to specify the required operation via more
versatile cycle theories that are able to generate dynamically several cycles of
operations according to the current need of the agent. This approach has been
adopted in the KGP model of agency [10, 2] and implemented in the PROSOCS
platform [16].

We will define a cycle theory as a logic program with priorities over rules.
The rules represent possible follow-ups of (already executed) transitions. The
priorities express high-level preferences of the particular agent equipped with
the cycle theory, that characterise the operational behaviour of the agent, e.g.
a preference in testing the preconditions of an action before it tries to execute
it. We will assume that the choice for the next transition depends only on the
transition that has just been executed (and the resulting state of the agent),
and not on the longer history of the previous transitions. We believe this not to
be restrictive, in that the effects of any earlier transitions may in any case be
recorded in the internal state of the agent and reasoned upon by it. Also, the
approach can be extended to take into account longer histories of transitions
when deciding the next one.

2 Background

Cycle theories will be written in the general framework of Logic Programming
with Priorities (LPP). Our approach does not rely on any concrete such frame-
work. One such concrete framework could be the Logic Programming without
Negation as Failure (LPwNF) [5, 8] suitably extended to deal with dynamic
preferences [9]. Other concrete frameworks that could be used for LPP are, for
instance, those presented in [13, 12]. Note also that our approach does not de-
pend crucially on the use of the framework of LPP: other frameworks for the
declarative specification of preference policies, e.g. Default Logic with Priorities
[3], could be used instead. Note, however, that the use of a logic-based frame-
work where priorities are encoded within the logic itself is essential, since it
allows reasoning even with potentially contradictory preferences. Also, note that
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the choice of one logic rather than another might affect the properties of agents
specified via cycle theories.

For the purposes of this paper, we will assume that an LPP-theory, referred
to as T , consists of four parts:

(i) a low-level part P , consisting of a logic program; each rule in P is assigned
a name, which is a term; e.g., one such rule could be

n(X) : p(X) ← q(X,Y ), r(Y )

with name n(X);
(ii) a high-level part H, specifying conditional, dynamic priorities amongst rules

in P ; e.g., one such priority could be

h(X) : n(X) ( m(X) ← c(X)

to be read: if (some instance of) the condition c(X) holds, then the rule in
P with name (the corresponding instance of) n(X) should be given higher
priority than the rule in P with name (the corresponding instance of) m(X).
The rule is given a name, h(X);

(iii) an auxiliary part A, defining predicates occurring in the conditions of rules
in P and H and not in the conclusions of any rule in P ;

(iv) a notion of incompatibility which, for the purposes of this paper, can be
assumed to be given as a set of rules defining the predicate incompatible,
e.g.

incompatible(p(X), p′(X))
to be read: any instance of the literal p(X) is incompatible with the cor-
responding instance of the literal p′(X). We assume that incompatibility is
symmetric, and refer to the set of all incompatibility rules as I.

Any concrete LPP framework is equipped with a notion of entailment, that we
denote by |=pr. Intuitively, T |=prα iff α is the “conclusion” of a sub-theory of
P ∪A which is “preferred” wrt H ∪A in T over any other any other sub-theory
of P ∪ A that derives “conclusion” incompatible with α (wrt I). Here, we are
assuming that the underlying logic programming language is equipped with a
notion of “entailment” that allows to draw “conclusions”. In [13, 12, 9, 8, 5], |=pr

is defined via argumentation.

3 Abstract Agent Model

We assume that our agents conform to the following abstract model, which can
be seen as a high-level abstraction of most agent systems in the literature. Agents
are equipped with

– some internal state, which changes over the life-time of the agent, and is
formalised in some logic-based language or via some concrete data structure
in some programming language;

– some pool of (state) transitions, that modify the state of the agent, and may
take some inputs to be “computed” or selected by

– some selection functions on their states.
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For example, the state may consist of beliefs, desires and intentions, represented
in some modal logics, as in the BDI architecture [14] and its follow-ups, e.g. [1], or
commitments and commitment rules, as in [15], or beliefs, goals and capabilities,
represented in concurrent logic programming, as in [7], or knowledge, goals and
plan, represented in (extensions of) logic programming, as in [11].

The transitions in the given pool can be any, but, if we abstract away from
existing agent architectures and models in the literature, we can see that we need
at least a transition responsible for observing the environment, thus rendering
the agents situated. This transition might modify the internal state differently
in concrete agent architectures, to record the observed events and properties
of the environment. Here, we will call such a transition Passive Observation
Introduction (POI). POI is “passive” in the sense that, via such a transition,
the agent does not look for anything special to observe, but rather it opens its
“reception channel” and records any inputs what its sensors perceive. Another
transition that is present in most agent systems is that of Action Execution (AE),
whereby actions may be “physical”, communicative, or “sensing”, depending on
the concrete systems.

Other useful transitions besides POI and AE (see e.g. [10, 2]) may include
Goal Introduction (GI), to introduce new goals into the state of the agent, tak-
ing into account changes to the state and to the external environment that
somehow affect the preferences of the agent over which goals to adopt, Plan In-
troduction (PI), to plan for goals, Reactivity (RE), to react to perceived changes
in the environment by means of condition-action/commitment-like rules, Sens-
ing Introduction (SI), to set up sensing actions for sensing the preconditions of
actions in the agent’s plan, to make sure these actions are indeed executable,
Active Observation Introduction (AOI), to actively seek information from the
environment, State Revision (SR) to revise the state currently held by the agent,
and Belief Revision (BR), e.g. by learning.

Whatever pool of transitions one might choose, and whatever their concrete
specification might be, we will assume that they are represented as

T (S,X, S′, τ)
where S is the state of the agent before the transition is applied and S′ the state
after, X is the (possibly empty) input taken by the transition, and τ is the time
of application of the transition. Note that we assume the existence of a clock
(possibly external to the agent and shared by a number of agents), whose task is
to mark the passing of time. The clock is responsible for labelling the transitions
with the time at which they are applied. This time (and thus the clock) might
play no role in some concrete agent architectures and models, where time is not
reasoned upon explicitly. However, if the framework adopted to represent the
state of the agent directly manipulates and reasons with time, the presence of
a clock is required. Note also that the clock is useful (if not necessary) to label
executed actions, and in particular communicative actions, to record their time
of execution, as foreseen e.g. by FIPA standards for communication [6].

As far as the selection functions are concerned, we will assume that each transi-
tion T available to the agent is equipped with a selection function fT , whose specifi-
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cation depends on the representation chosen for the state and on the specification of
the transition itself. For example, AE is equipped with a selection function fAE re-
sponsible for choosing actions to be executed. These actionsmay be amongst those
actions in the plan (intention/commitment store) part of the state of the agent
whose time has not run-out at the time of selection (and application of the transi-
tion) and belonging to a plan for some goal which has not already been achieved by
other means.

In the next Section, we will see that, for fixed cycles, the role of the selection
functions is exclusively to select the inputs for the appropriate transition when
the turn of the transition comes up. Later, in Section 5, we will see that the role
of selection functions when using cycle theories is to help decide which transition
is preferred and should be applied next, as well as provide its input.

4 Fixed Cycles and Fixed Operational Trace

Both for fixed cycles and cycle theories, we will assume that the operation of an
agent will start from some initial state. This can be seen as the state of the agent
when it is created. The state then evolves via the transitions, as commended by
the fixed cycle or cycle theory. For example, the initial state of the agent could
have an empty set of goals and an empty set of plans, or some designer-given
goals and an empty set of plans. In the sequel, we will indicate the given initial
state as S0.

A fixed cycle is a fixed sequence of transitions of the form

T1, . . . , Tn

where each Ti, i = 1, . . . , n, is a transition chosen from the given pool, and n ≥ 2.
A fixed cycle induces a fixed operational trace of the agent, namely a (typically

infinite) sequence of applications of transitions, of the form

T1(S0, X1, S1, τ1), T2(S1, X2, S2, τ2), . . . , Tn(Sn−1, Xn, Sn, τn),
T1(Sn, Xn+1, Sn+1, τn+1), . . . , Tn(S2n−1, X2n, S2n, τ2n), . . .

where, for each i ≥ 1, fTi
(Si−1, τi) = Xi, namely, at each stage, Xi is the

(possibly empty) input for the transition Ti chosen by the corresponding selection
function fTi

.
Then, a classical “observe-think-act” cycle (e.g. see [11]) can be represented

in our approach as the fixed cycle:

POI,RE,PI,AE,AOI.

As a further example, a purely reactive agent, e.g. with its knowledge consisting
of condition-action rules, can execute the cycle

POI,RE,AE.
Note that POI is interpreted here as a transition which is under the control
of the agent, namely the agent decides when it is time to open its “reception
channel”. Below, in Section 8, we will see a different interpretation of POI as an
“interrupt”.
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Note that, although fixed cycles such as the above are quite restrictive, they
may be sufficiently appropriate in some circumstances. For example, the cycle for
a purely reactive agent may be fine in an environment which is highly dynamic.
An agent may then be equipped with a catalogue of fixed cycles, and a number
of conditions on the environment to decide when to apply which of the given
cycles. This would provide for a (limited) form of intelligent control, in the spirit
of [4], paving the way toward the more sophisticated and fully declarative control
via cycle theories given in the next Section.

5 Cycle Theories and Cycle Operational Trace

The role of the cycle theory is to dynamically control the sequence of the inter-
nal transitions that the agent applies in its “life”. It regulates these “narratives
of transitions” according to certain requirements that the designer of the agent
would like to impose on the operation of the agent, but still allowing the pos-
sibility that any (or a number of) sequences of transitions can actually apply
in the “life” of an agent. Thus, whereas a fixed cycle can be seen as a restric-
tive and rather inflexible catalogue of allowed sequences of transitions (possibly
under pre-defined conditions), a cycle theory identifies preferred patterns of se-
quences of transitions. In this way a cycle theory regulates in a flexible way the
operational behaviour of the agent.

Formally, a cycle theory Tcycle consists of the following parts.

– An initial part Tinitial, that determines the possible transitions that the agent
could perform when it starts to operate (initial cycle step). More concretely,
Tinitial consists of rules of the form

∗T (S0, X) ← C(S0, τ,X), now(τ)

sanctioning that, if the conditions C are satisfied in the initial state S0 at the
current time τ , then the initial transition should be T , applied to state S0

and input X, if required. Note that C(S0, τ,X) may be absent, and Tinitial

might simply indicate a fixed initial transition T1.

The notation ∗T (S,X) in the head of these rules, meaning that the transition
T can be potentially chosen as the next transition, is used in order to avoid
confusion with the notation T (S,X, S′, τ) that we have introduced earlier to
represent the actual application of the transition T .

– A basic part Tbasic that determines the possible transitions (cycle steps)
following other transitions, and consists of rules of the form

∗T ′(S′, X ′) ← T (S,X, S′, τ), EC(S′, τ ′, X ′), now(τ ′)

which we refer to via the name RT |T ′(S′, X ′). These rules sanction that,
after the transition T has been executed, starting at time τ in the state S
and ending at the current time τ ′ in the resulting state S′, and the conditions
EC evaluated in S′ at τ ′ are satisfied, then transition T ′ could be the next
transition to be applied in the state S′ with the (possibly empty) input X ′, if
required. The conditions EC are called enabling conditions as they determine
when a cycle-step from the transition T to the transition T ′ can be applied.
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In addition, they determine the input X ′ of the next transition T ′. Such
inputs are determined by calls to the appropriate selection functions.

– A behaviour part Tbehaviour that contains rules describing dynamic priorities
amongst rules in Tbasic and Tinitial. Rules in Tbehaviour are of the form
RT |T ′(S,X ′) (RT |T ′′(S,X ′′)←BC(S,X ′, X ′′, τ), now(τ)

with T ′ �= T ′′, which we will refer to via the name PT
T ′
T ′′ . Recall that

RT |T ′(·) andRT |T ′′(·) are (names of) rules in Tbasic∪Tinitial. Note that, with
an abuse of notation, T could be 0 in the case that one such rule is used to
specify a priority over the first transition to take place, in other words, when
the priority is over rules in Tinitial. These rules in Tbehaviour sanction that,
at the current time τ , after transition T , if the conditions BC hold, then
we prefer the next transition to be T ′ over T ′′, namely doing T ′ has higher
priority than doing T ′′, after T . The conditions BC are called behaviour
conditions and give the behavioural profile of the agent. These conditions
depend on the state of the agent after T and on the parameters chosen in the
two cycle steps represented by RT |T ′(S,X ′) and RT |T ′′(S,X ′′). Behaviour
conditions are heuristic conditions, which may be defined in terms of the
heuristic selection functions, where appropriate. For example, the heuristic
action selection function may choose those actions in the agent’s plan whose
time is close to running out amongst those whose time has not run out.

– An auxiliary part including definitions for any predicates occurring in the
enabling and behaviour conditions, and in particular for selection functions
(including the heuristic ones, if needed).

– An incompatibility part, including rules stating that all different transitions
are incompatible with each other and that different calls to the same transi-
tion but with different input items are incompatible with each other. These
rules are facts of the form

incompatible(∗T (S,X), ∗T ′(S,X ′)) ←
for all T, T ′ such that T �= T ′, and of the form

incompatible(∗T (S,X), ∗T (S,X ′)) ← X �= X ′

expressing the fact that only one transition can be chosen at a time.

Hence, Tcycle is an LPP-theory (see Section 2) where:
(i) P = Tinitial ∪ Tbasic, and (ii) H = Tbehaviour.
In the sequel, we will indicate with T 0

cycle the sub-cycle theory Tcycle \ Tbasic

and with T s
cycle the sub-cycle theory Tcycle \ Tinitial.

The cycle theory Tcycle of an agent is responsible for the behaviour of the
agent, in that it induces a cycle operational trace of the agent, namely a (typically
infinite) sequence of transitions

T1(S0, X1, S1, τ1), . . . , Ti(Si−1, Xi, Si, τi),
Ti+1(Si, Xi+1, Si+1, τi+1), . . .

(where each of the Xi may be empty), such that

– S0 is the given initial state;
– for each i ≥ 1, τi is given by the clock of the system, with the property that

τi < τi+i;
– (Initial Cycle Step) T 0

cycle ∧ now(τ1) |=pr ∗T1(S0, X1);
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– (Cycle Step) for each i ≥ 1
T s

cycle ∧ Ti(Si−1, Xi, Si, τi) ∧ now(τi+1) |=pr ∗Ti+1(Si, Xi+1)
namely each (non-final) transition in a sequence is followed by the most
preferred transition, as specified by Tcycle.

If, at some stage, the most preferred transition determined by |=pr is not unique,
we choose arbitrarily one.

Note that, for simplicity, the above definition of operational trace prevents
the agent from executing transitions concurrently. However, a first level of con-
currency can be incorporated within traces, by allowing all preferred transitions
to be executed at every step. For this we would only need to relax the above
definition of incompatible transitions to be restricted between any two transi-
tions whose executions could interact with each other and therefore cannot be
executed concurrently on the same state, e.g. the Plan Introduction and State
Revision transitions. This would then allow several transitions to be chosen to-
gether as preferred next transitions and a concurrent model of operation would
result by carrying out simultaneously the (non-interacting) state updates im-
posed by these transitions. Further possibilities of concurrency will be subject
of future investigations.

In section 8 we will provide a simple extension of the notion of operational
trace defined above.

6 Fixed Versus Flexible Behaviour

Cycle theories generalise fixed cycles in that the behaviour given by a fixed
operational trace can be obtained via the behaviour given by a cycle operational
trace, for some special cycle theories. This is shown by the following theorem,
which refers to the notions of fixed cycle and fixed operational trace introduced
in Section 4.

Theorem 1. Let T1, . . . , Tn be a fixed cycle, and let fTi
be a given selection

function for each i = 1, . . . , n. Then there exists a cycle theory Tcycle which
induces a cycle operational trace identical to the fixed operational trace induced
by the fixed cycle.

Proof. The proof is by construction as follows.

– Tinitial consists of the rule
∗T1(S0, X) ← now(τ)
i.e. the initial transition is simply T1.

– Tbasic consists of the following rules, for each i with 2 ≤ i ≤ n:
∗Ti(S

′, X ′) ← Ti−1(S,X, S′, τ), now(τ ′), X ′ = fTi
(S′, τ ′).

In addition Tbasic contains the rule
∗T1(S

′, X ′) ← Tn(S,X, S′, τ), now(τ ′), X ′ = fT1(S
′, τ ′).

– Tbehaviour is empty.
– the auxiliary part contains the definitions of the given selection functions

fTi
, for each i = 1, . . . , n.
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The proof then easily follows by construction, since at each stage only one cy-
cle step is enabled and no preference reasoning is required to choose the next
transition to be executed. �

It is clear that there are some (many) cycle theories that cannot be mapped
onto any fixed cycles, e.g. the cycle theory given in the next Section. So, pro-
viding control via cycle theories is a genuine extension of providing control via
conventional fixed cycles.

7 An Example

In this Section we exemplify the flexibility afforded by cycle theories through a
simple example. Assume that the pool of transitions consists of GI, PI, AE and
POI, as described in Section 3. We start from the cycle theory corresponding to
the fixed cycle given by POI, GI, PI, AE which is constructed as follows (see
Theorem 1).

(1) Tinitial with the following rule
∗POI(S0, {}) ←

namely, the only way an agent can start is through a POI.
(2) Tbasic with the following rules

∗GI(S′, {}) ← POI(S, {}, S′, τ)
∗PI(S′, Gs) ← GI(S, {}, S′, τ), Gs = fPI(S

′, τ ′), now(τ ′)
∗AE(S′, As) ← PI(S,Gs, S′, τ),As = fAE(S′, τ ′), now(τ ′)
∗POI(S′, {}) ← AE(S,As, S′, τ)

(3) Tbehaviour is empty.

A first simple improvement, providing a limited form of flexibility, consists
in refining the rule RGI|PI(·) by adding the condition that the set of goals
to plan for, which are selected by the corresponding selection function fPI , is
non-empty. This amounts at modifying the second rule of Tbasic by adding the
condition Gs �= {} to its body.

Similarly, AE is an option after PI if some actions can actually be selected
for execution. This amounts at modifying the the third rule of Tbasic by adding
the condition As �= {} to its body.

In this case, we should provide further options for choosing the transition
to be executed after GI and PI, respectively. To adhere with the given origi-
nal cycle, these rules could be simply suitable rules named by RGI|AE(S′, As),
RGI|POI(S

′, {}) and RPI|POI(S
′, {}), i.e. AE and POI are also an option after

GI, and POI is also an option after PI. With this choice, the standard opera-
tional trace is recovered by adding to the Tbehaviour part of the cycle theory the
following rules

RGI|PI(S
′, Gs) ( RGI|AE(S′, As) ←

RGI|AE(S′, As′) ( RGI|POI(S
′, {}) ←

RGI|PI(S
′, Gs′) ( RGI|POI(S

′, {}) ←
RPI|AE(S′, As) ( RPI|POI(S

′, {}) ←
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The first rule states that PI has to be preferred over AE as the next transition
to be applied after GI, whenever both PI and AE are enabled. Similarly for the
other rules.

A more interesting, proper extension of the original (fixed) cycle amounts at
adding further options to the transition which can follow any given transition.
Imagine for instance that we want to express the behaviour of a punctual or
timely agent. This agent should always prefer executing actions if there are ac-
tions in the plan which have become urgent. This can be declaratively formalised
by adding to the Tbasic part the rules

∗AE(S′, As′) ← T (S,X, S′, τ), As′ = fAE(S′, τ ′), now(τ ′)

for each transition T in the pool, and by adding to the Tbehaviour part the
following rules named PT

AE
T ′ :
RT |AE(S′, As′) ( RT |T ′(S′, X ′) ← urgent(As′)

for each transition T and T ′ �= AE, where urgent is defined in the auxiliary part
of the theory with the intuitive meaning. In the rest of this Section, we use T fix

cycle

to refer to the cycle theory corresponding to the fixed cycle POI, GI, PI, AE,
and we use T ext

cycle to refer to the extended cycle theory.
As a concrete example, consider an agent aiding a businessman who, while on

a business trip, can choose amongst three possible goals: return home (home),
read news (news), and recharge his laptop battery (battery). Let us use first the

cycle theory T fix
cycle.

Suppose that, initially (when now(1) holds), the agent’s state is empty,
namely the (businessman’s) agent holds no plan or goal, and that the initial
POI does not add anything to the current state. Then GI is performed as the
next transition in the trace:

GI(S0, {}, S1, 1),
and suppose also that the application of GI generates the agent’s goal (added
to S1) G1 = home. This goal may come along with a time parameter and some
temporal constraints associated with it, e.g. the actual goal can be represented
by (home, t) ∧ t < 20. Due to space limitations, we intentionally omit here the
details concerning temporal parameters of goals and actions, and the temporal
constraints associated with them. Since the state contains a goal to be planned
for, suppose that the selection function fPI selects this goal, and the PI transition
is applied next, producing two actions book ticket and take train. Hence, the
second transition of the trace is (when now(3) holds)

PI(S1, {}, S2, 3)
where the new state S2 contains the above actions.

Suppose now that the selection function fAE selects the action book ticket
and hence that the next element of the trace is (when now(4) holds)

AE(S2, {book ticket}, S3, 4). (*)
In the original fixed cycle the next applicable transition is POI, and assume

that this is performed at some current time, say 10. Hence the next element of
the trace is (when now(10) holds)

POI(S3, {}, S4, 10). (**)
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Imagine that this POI brings about the new knowledge that the laptop bat-
tery is low, suitably represented in the resulting state S4. Then the next tran-
sition GI changes the state so that the goal battery is added, and then PI is
performed to introduce a suitable plan to recharge the battery and so on.

Now suppose that we use T ext
cycle instead and that the operational trace is

identical up to the execution of the transition (*). At this point, the action
take train may have become urgent. Notice that it is likely that this same action
was not urgent at time 3, when book ticket was selected for execution, but has
become urgent at time 10 (e.g. because the train is leaving at 11). Then, if we
use T ext

cycle, the rule PAE
AE
POI applies and the next element of the trace, replacing

(**) above, becomes
AE(S3, {take train}, S′

4, 10).
This example shows how the use of cycle theories can lead to flexible behaviours.
More flexibility may be achieved by allowing the agents to be interruptible, i.e.
to be able to react to changes in the environment in which they are situated as
soon as the perceive those changes. This added flexibility requires some further
extensions, that we discuss in the next Section.

8 Interruptible Agents

In our approach we can provide a declarative specification of interruptible agents,
i.e. agents that are able to dynamically modify their “normal” (either fixed or
cycle) operational trace when they perceive changes in the environment in which
they are situated.

In order to obtain interruptibility, we willmake use of the POI transition as the
means by which an agent can react to an interrupt. Referring to the example of
the previous Section, assume that our agent can book the ticket only through its
laptop and, by the time it decides to actually book the ticket, the laptop battery
has run out. Then, the action of recharging the laptop battery should be executed
as soon as possible in order to (possibly) achieve the initial goal. Indeed, executing
the booking action before recharging would not be feasible at all.

In order to model the environment where the agent is situated, we assume
the existence of an environmental knowledge base Env that it is not directly
under the control of the agent, in that the latter can only dynamically assim-
ilate the knowledge contained in Env. This knowledge base can be seen as an
abstraction of the physical (as opposed to the mental) part of the agent (its
body) which, e.g. through its sensors, perceives changes in the environment. We
assume that, besides the knowledge describing the agent’s percepts, Env mod-
els a special propositional symbol, referred to as changed env which holds as
soon as the body of the agent perceives any new, relevant changes in the en-
vironment. The way we model the reaction of the agent to the changes repre-
sented by changed env becoming true, is through the execution of a POI. We
also assume that the execution of a POI transition resets the truth value of
changed env, so that the agent may be later alerted of further changes in the
environment.



Declarative Agent Control 107

The Env knowledge base becomes now part of the knowledge that the agent
uses in order to decide the next step in its operational trace. This is formally
specified through the notion of cycle-env operational trace, which extends the
notion of cycle operational trace introduced in Section 5, by replacing the defi-
nitions of Initial Cycle Step and Cycle Step by the following new definitions:
(Initial Cycle-env Step): T 0

cycle ∧ Env ∧ now(τ1) |=pr ∗T1(S0, X1);
(Cycle-env Step) for each i ≥ 1
T s

cycle ∧ Ti(Si−1, Xi, Si, τi) ∧ Env ∧ now(τi+1)
|=pr ∗Ti+1(Si, Xi+1)

We can now define a notion of interruptible agent as follows. Let Tcycle be
the cycle theory of the agent and let T1(·), . . . , Ti(·), . . . be a cycle operational
trace of the agent. Let also Ti(Si−1, Xi, Si, τi) be an element of the given trace
such that:

Env ∧ now(τi) |= ¬changed env, and
Env ∧ now(τi+1) |= changed env.
In other words, some changes have happened in the environment between the

time of the execution of the transitions Ti and Ti+1 in the trace. Then we say
that the agent is interruptible if
Tcycle∧Ti(Si−1, Xi, Si, τi)∧Env∧now(τi+1) |=pr ∗POI(Si, {}), i.e. as soon as the
environment changes, in a cycle-env operational trace the next transition would
be a POI.

It is worth noting that by interruptibility we do not mean here that the
(executions of) transitions are interrupted, rather the trace is interrupted.

In order to make an agent interruptible, we need to extend both Tbasic and
Tbehaviour. In Tbasic, POI should be made an option after any other transition in
the pool, which is achieved by adding the following ruleRT |POI(S, {}), for any T :

∗POI(S′, {}) ← T (S,X ′, S′, τ).

In Tbehaviour, the following set of rules, where T, T ′ are transitions with T ′ �=
POI, express that POI should be preferred over any other transition if the envi-
ronment has actually changed:

RT |POI(S
′, {}) ( RT |T ′(S′, X) ← changed env. (***)

Notice that, even if the above extensions are provided in the overall Tcycle theory,
the interruptibility of the agent is still not guaranteed. For instance, Tbehaviour

could contain further rules which make a transition T �= POI preferable over
POI even if changed env holds. One way to achieve full interruptibility is by
adding the condition ¬changed env in the body of any rule in Tbehaviour other
than the rules (***) given above.

9 Patterns of Behaviour

In this section we show how different patterns of operation can arise from differ-
ent cycle theories aiming to capture different profiles of operational behaviour by
agents. We assume the agent is equipped with a set of transitions, as in the KGP
model [10, 2] (see Section 3 for an informal description of these transitions):
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– POI, Passive Observation Introduction
– AE, Action Execution
– GI, Goal Introduction
– PI, Plan Introduction
– RE, Reactivity
– SI, Sensing Introduction
– AOI, Active Observation Introduction
– SR, State Revision

In Section 7 we have given a simple example of a cycle theory describing a
punctual, timely agent which attempts to execute its planned actions in time.
This agent was obtained by adding some specific rules to Tbehaviour of a given
cycle theory. The same approach can be adopted to obtain different profiles.

For example, we can define a focused or committed agent, which, once chosen
a plan to execute, prefers to continue with this plan (refining it and/or executing
parts of it) until the plan is finished or it has become invalid, at which point the
agent may consider other plans or other goals. Hence transitions that relate to
an existing plan have preference over transitions that relate to other plans. This
profile of behaviour can be captured by the following rules added to Tbehaviour

of an appropriate cycle theory:

RT |AE(S,As) ( RT |T ′(S,X) ← same plan(S,As)

for any T and any T ′ �= AE, and

RT |PI(S,Gs) ( RT |T ′(S,X) ← same plan(S,Gs)

for any T and any T ′ �= PI. These rules state that the agent prefers to execute
actions or to reduce goals from the same plan as the actions that have just been
executed. Here, the behaviour conditions are defined in terms of some predicate
same plan which, intuitively, checks that the selected inputs for AE and PI,
respectively, belong to the same plan as the actions most recently executed
within the latest AE transition.

Another example of behavioral profile is the impatient pattern, where actions
that have been tried and failed are not tried again. This can be captured by rules
of the form:

RT |T ′(S, ) ( RT |AE(S,As) ← failed(S,As)

for any T and any T ′ �= AE. In this way, AE is given less preference than any other
transition T ′ after any transition T . Intuitively, As are failed actions. As a result of
this priority rule it is possible that such failed actions would remain un-tried again
(unless nothing else is enabled) until they are timed out and dropped by SR.

If we want to capture a careful behaviour where the agent revises its state
when one of its goals or actions times out (being careful not to have in its state
other goals or actions that are now impossible to achieve in time) we would have
in Tbehaviour the rule:

RT |SR(S, {}) ( RT |T ′(S, ) ← timed out(S, τ)

for any T and any T ′ �= SR. In this way, the SR transition is preferred over
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all other transitions, where the behaviour condition timed out(S, τ) succeeds if
some goal or action in the state S has timed out at time τ .

10 Conclusions and Ongoing Work

We have presented an approach providing declarative agent control, via logic
programs with priorities. Our approach share the aims of 3APL [4], to make
the agent cycle programmable and the selection mechanisms explicit, but goes
beyond it. Indeed, the approach of [4] can be seen as relying upon a catalogue of
fixed cycles together with the possibility of selecting amongst such fixed cycles
according to some criteria, whereas we drop the concept of fixed cycle completely,
and replace it with fully programmable cycle theories.

Our approach allows us to achieve flexibility and adaptability in the operation
of an autonomous agent. It also offers the possibility to state and verify properties
of agents behaviour formally. In this paper we have exemplified the first aspect via
an example, and the second aspect via the property of “interruptibility” of agents.
The identification and verification of more properties is a matter for future work.

Our approach also lends itself to achieving heterogeneity in the overall opera-
tional behaviour of different agents that canbe specifiedwithin theproposed frame-
work. Indeed, an advantage of control via cycle theories is that it opens up the possi-
bility to produce a variety of patterns of operation of agents, depending on the par-
ticular circumstances under which the transitions are executed. This variety can
be increased, andmany different patterns or profiles of behaviour can be defined by
varying the cycle theory, thus allowing agents with (possibly) the same knowledge
and operating in the same environment to exhibit heterogeneous behaviour, due to
their different cycle theories. We have given a number of examples of profiles of be-
haviour. A systematic study of behaviour parameterisation (perhaps linking with
Cognitive Science) is a matter for future work, as well as the comparison on how
different behaviours affect the agents’ individual welfare in different contexts.
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Abstract. We present an encoding of a sequent calculus for a multi-

agent epistemic logic in Athena, an interactive theorem proving system

for many-sorted first-order logic. We then use Athena as a metalanguage

in order to reason about the multi-agent logic an as object language.

This facilitates theorem proving in the multi-agent logic in several ways.

First, it lets us marshal the highly efficient theorem provers for clas-

sical first-order logic that are integrated with Athena for the purpose

of doing proofs in the multi-agent logic. Second, unlike model-theoretic

embeddings of modal logics into classical first-order logic, our proofs are

directly convertible into native epistemic logic proofs. Third, because we

are able to quantify over propositions and agents, we get much of the

generality and power of higher-order logic even though we are in a first-

order setting. Finally, we are able to use Athena’s versatile tactics for

proof automation in the multi-agent logic. We illustrate by developing a

tactic for solving the generalized version of the wise men problem.

1 Introduction

Multi-agent modal logics are widely used in Computer Science and AI. Multi-
agent epistemic logics, in particular, have found applications in fields ranging
from AI domains such as robotics, planning, and motivation analysis in natu-
ral language [1]; to negotiation and game theory in economics; to distributed
systems analysis and protocol authentication in computer security [2, 3]. The
reason is simple—intelligent agents must be able to reason about knowledge. It
is therefore important to have efficient means for performing machine reasoning
in such logics. While the validity problem for most propositional modal logics is
of intractable theoretical complexity1, several approaches have been investigated
in recent years that have resulted in systems that appear to work well in prac-
tice. These approaches include tableau-based provers, SAT-based algorithms,
and translations to first-order logic coupled with the use of resolution-based au-
tomated theorem provers (ATPs). Some representative systems are FaCT [6],
KSATC [7], TA [8], LWB [9], and MSPASS [10].

� This research was funded in part by the US Air Force Labs of Rome, NY.
1 For instance, the validity problem for multi-agent propositional epistemic logic is

PSPACE-complete [4]; adding a common knowledge operator makes the problem

EXPTIME-complete [5].
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Translation-based approaches (such as that of MSPASS) have the advantage
of leveraging the tremendous implementation progress that has occurred over
the last decade in first-order theorem proving. Soundness and completeness are
ensured by the soundness and completeness of the resolution prover (once the
soundness and completeness of the translation have been shown), while a decision
procedure is automatically obtained for any modal logic that can be translated
into a decidable fragment of first-order logic, such as the two-variable fragment.
Furthermore, the task of translating from a modal logic to the classical first-
order setting is fairly straightforward (assuming, of course, that the class of
Kripke frames captured by the modal logic is first-order definable [11]; modal
logics such as the Gödel-Löb logic of provability in first-order Peano arithmetic
would require translation into second-order classical logic). For instance, the
well-known formula [�P ∧�(P ⇒Q)]⇒�Q becomes

∀ w1 . [(∀ w2 . R(w1, w2)⇒P (w2)) ∧
(∀ w2 . R(w1, w2)⇒P (w2)⇒Q(w2))]⇒ (∀ w2 . R(w1, w2)⇒Q(w2))

Here the variables w1 and w2 range over possible worlds, and the relation R
represents Kripke’s accessibility relation. A constant propositional atom P in
the modal language becomes a unary predicate P (w) that holds (or not) for a
given world w.

This is the (naive) classical translation of modal logic into first-order logic [4],
and we might say that it is a semantic embedding, since the Kripke semantics
of the modal language are explicitly encoded in the translated result. This is,
for instance, the approach taken by McCarthy in his “Formalizing two puzzles
involving knowledge” [12]. A drawback of this approach is that proofs produced
in the translated setting are difficult to convert back into a form that makes
sense for the user in the original modal setting (altough alternative translation
techniques such as the functional translation to path logic can rectify this in
some cases [13]). Another drawback is that if a result is not obtained within
a reasonable amount of time—which is almost certain to happen quite often
when no decision procedure is available, as in first-order modal logics—then a
batch-oriented ATP is of little help to the user due to its “low bandwidth of
interaction” [14].

In this paper we explore another approach: We embed a multi-agent epis-
temic logic into many-sorted first-order logic in a proof-theoretic rather than
in a model-theoretic way. 2 Specifically, we use the interactive theorem proving
system Athena [15] to encode the formulas of the epistemic logic along with the
inference rules of a sequent calculus for it. Hence first-order logic becomes our
metalanguage and the epistemic logic becomes our object language. We then use
standard first-order logic (our metalanguage) to reason about proofs in the object
logic. In effect, we end up reasoning about reasoning—hence the term metarea-
soning. Since our metareasoning occurs at the standard first-order level, we are

2 This paper treats a propositional logic of knowledge, but the technique can be readily

applied to full first-order multi-agent epistemic logic, and indeed to hybrid multi-

modal logics, e.g., combination logics for temporal and epistemic reasoning.
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free to leverage existing theorem-proving systems for automated deduction. In
particular, we make heavy use of Vampire [16] and Spass [17], two cutting-edge
resolution-based ATPs that are seamlessly integrated with Athena.

Our approach has two additional advantages. First, it is trivial to translate
the constructed proofs into modal form, since the Athena proofs are already
about proofs in the modal logic. Second, because the abstract syntax of the epis-
temic logic is explicitly encoded in Athena, we can quantify over propositions,
sequents, and agents. Accordingly, we get the generalization benefits of higher-
order logic even in a first-order setting. This can result in significant efficiency
improvements. For instance, in solving the generalized wise men puzzle it is nec-
essary at some point to derive the conclusion M2 ∨ · · · ∨Mn from the three
premises ¬Kα(M1), Kα(¬(M2 ∨ · · · ∨Mn)⇒M1), and

¬(M2 ∨ · · · ∨Mn)⇒Kα(¬(M2 ∨ · · · ∨Mn))

where M1, . . . , Mn are atomic propositions and α is an epistemic agent, n > 1.
In the absence of an explicit embedding of the epistemic logic, this would have
to be done with a tactic that accepted a list of propositions [M1 · · ·Mn] as input
and performed the appropriate deduction dynamically, which would require an
amount of effort quadratic in the length of the list. By contrast, in our approach
we are able to formulate and prove a “higher-order” lemma stating

∀ P,Q, α . {¬Kα(P ),Kα(¬Q⇒P ),¬Q⇒Kα(¬Q)} �Q

Obtaining the desired conclusion for any given M1, . . . ,Mn then becomes a mat-
ter of instantiating this lemma with P *→ M1 and Q *→ M2 ∨ · · · ∨Mn. We have
thus reduced the asymptotic complexity of our task from quadratic time to con-
stant time.

But perhaps the most distinguishing aspect of our work is our emphasis on
tactics. Tactics are proof algorithms, which, unlike conventional algorithms, are
guaranteed to produce sound results. That is, if and when a tactic outputs a
result P that it claims to be a theorem, we can be assured that P is indeed a
theorem. Tactics are widely used for proof automation in first- and higher-order
proof systems such as HOL [18] and Isabelle [19]. In Athena tactics are called
methods, and are particularly easy to formulate owing to Athena’s Fitch-style
natural deduction system and its assumption-base semantics [20]. A major goal of
our research is to find out how easy—or difficult—it may be to automate multi-
agent modal logic proofs with tactics. Our aim is not to obtain a completely
automatic decision procedure for a certain logic (or class of logics), but rather to
enable efficient interactive—i.e., semi-automatic—theorem proving in such logics
for challenging problems that are beyond the scope of completely automatic
provers. In this paper we formulate an Athena method for solving the generalized
version of the wise men problem (for any given number of wise men). The relative
ease with which this method was formulated is encouraging.

The remainder of this paper is structured as follows. In the next section we
present a sequent calculus for the epistemic logic that we will be encoding. In
Section 3 we present the wise men puzzle and formulate an algorithm for solving
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Γ � P Γ � Q [∧-I]
Γ � P ∧ Q

Γ � P ∧ Q [∧-E1]
Γ � P

Γ � P ∧ Q [∧-E2]
Γ � Q

Γ � P [∨-I1]
Γ � P ∨ Q

Γ � Q [∨-I2]
Γ � P ∨ Q

Γ � P1 ∨ P2 Γ, P1 � Q Γ, P2 � Q [∨-E]
Γ � Q

Γ, P � Q [⇒-I]
Γ � P ⇒Q

Γ � P ⇒Q Γ � P [⇒-E]
Γ � Q

Γ � ¬¬P [¬-E]
Γ � P

Γ, P � ⊥ [¬-I]
Γ � ¬P

[Reflex ]
Γ, P � P

Γ � P [Dilution]
Γ ∪ Γ ′ � P

Γ � P ∧ ¬P [⊥-I]
Γ � ⊥

[
-I]
Γ � 


Fig. 1. Inference rules for the propositional connectives

the generalized version of it in the sequent calculus of Section 2. In Section 4
we discuss the Athena encoding of the epistemic logic and present the Athena
method for solving the generalized wise men problem. Finally, in Section 5 we
consider related work.

2 A Sequent Formulation of a Multi-agent Epistemic

Logic

We will use the letters P , Q, R, . . ., to designate arbitrary propositions, built
according to the following abstract grammar:

P ::= A | � | ⊥ | ¬P | P ∧Q | P ∨Q | P ⇒Q | Kα(P ) | C(P )

where A and α range over a countable set of atomic propositions (“atoms”) and
a primitive domain of agents, respectively. Propositions of the form Kα(P ) and
C(P ) are read as follows:

Kα(P ): agent α knows proposition P

C(P ): it is common knowledge that P holds

By a context we will mean a finite set of propositions. We will use the letter
Γ to denote contexts. We define a sequent as an ordered pair 〈Γ, P 〉 consisting of
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[K]
Γ � [Kα(P ⇒Q)] ⇒ [Kα(P ) ⇒Kα(Q)]

[T]
Γ � Kα(P ) ⇒P

∅ � P [C-I]
Γ � C(P )

[C-E]
Γ � C(P ) ⇒Kα(P )

[CK ]
Γ � [C(P ⇒Q)] ⇒ [C(P ) ⇒C(Q)]

[R]
Γ � C(P ) ⇒C(Kα(P ))

Fig. 2. Inference rules for the epistemic operators

a context Γ and a proposition P . A more suggestive notation for such a sequent
is Γ � P . Intuitively, this is a judgment stating that P follows from Γ . We will
write P, Γ (or Γ, P ) as an abbreviation for Γ ∪ {P}. The sequent calculus that
we will use consists of a collection of inference rules for deriving judgments of
the form Γ � P . Figure 1 shows the inference rules that deal with the standard
propositional connectives. This part is standard (e.g., it is very similar to the
sequent calculus of Ebbinghaus et al. [21]). In addition, we have some rules
pertaining to Kα and C, shown in Figure 2.

Rule [K] is the sequent formulation of the well-known Kripke axiom stating
that the knowledge operator distributes over conditionals. Rule [CK ] is the cor-
responding principle for the common knowledge operator. Rule [T ] is the “truth
axiom”: an agent cannot know false propositions. Rule [CI ] is an introduction
rule for common knowledge: if a proposition P follows from the empty set of
hypotheses, i.e., if it is a tautology, then it is commonly known. This is the
common-knowledge version of the “omniscience axiom” for single-agent knowl-
edge which says that Γ �Kα(P ) can be derived from ∅ � P . We do not need to
postulate that axiom in our formulation, since it follows from [C-I] and [C-E].
The latter says that if it is common knowledge that P then any (every) agent
knows P , while [R] says that if it is common knowledge that P then it is common
knowledge that (any) agent α knows it. [R] is a reiteration rule that allows us to
capture the recursive behavior of C, which is usually expressed via the so-called
“induction axiom”

C(P ⇒E(P ))⇒ [P ⇒C(P )]

where E is the shared-knowledge operator. Since we do not need E for our
purposes, we omit its formalization and “unfold” C via rule [R] instead.
We state a few lemmas that will come handy later:

Lemma 1 (Cut). If Γ1 � P1 and Γ2, P1 � P2 then Γ1 ∪ Γ2 � P2.

Proof: Assume Γ1 � P1 and Γ2, P1 � P2. Then, by [⇒-I], we get Γ2 � P1 ⇒P2.
Further, by dilution, we have Γ1 ∪ Γ2 � P1 ⇒P2 and Γ1 ∪ Γ2 � P1. Hence, by
[⇒-E], we obtain Γ1 ∪ Γ2 � P2. ��
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The proofs of the remaining lemmas are equally simple exercises:

Lemma 2 (⇒-transitivity). If Γ � P1 ⇒P2, Γ � P2 ⇒P3 then Γ � P1 ⇒P3.

Lemma 3 (contrapositive). If Γ � P ⇒Q then Γ � ¬Q⇒¬P .

Lemma 4. (a) ∅ � (P1 ∨ P2)⇒ (¬P2 ⇒P1); and (b) Γ � C(P2) whenever
∅ � P1 ⇒P2 and Γ � C(P1).

Lemma 5. For all P,Q, and Γ , Γ � [C(P ) ∧ C(Q)]⇒C(P ∧Q).

3 The Generalized Wise Men Puzzle

Consider first the three-men version of the puzzle:

Three wise men are told by their king that at least one of them has a white
spot on his forehead. In reality, all three have white spots on their fore-
heads. We assume that each wise man can see the others’ foreheads but
not his own, and thus each knows whether the others have white spots.
Suppose we are told that the first wise man says, “I do not know whether
I have a white spot,” and that the second wise man then says, “I also do
not know whether I have a white spot.” Now consider the following ques-
tion: Does the third wise man now know whether or not he has a white
spot? If so, what does he know, that he has one or doesn’t have one?

This version is essentially identical to the muddy-children puzzle, the only
difference being that the declarations of the wise men are made sequentially,
whereas in the muddy-children puzzle the children proclaim what they know (or
not know) in parallel at every round.

In the generalized version of the puzzle we have an arbitrary number n + 1
of wise men w1, . . . , wn+1, n ≥ 1. They are told by their king that at least one
them has a white spot on his forehead. Again, in actuality they all do. And they
can all see one another’s foreheads, but not their own. Supposing that each of
the first n wise men, w1, . . . , wn, sequentially announces that he does not know
whether or not he has a white spot on his forehead, the question is what would
the last wise man wn+1 report.

For all n ≥ 1, it turns out that the last—(n + 1)st—wise man knows he is
marked. The case of two wise men is simple. The reasoning runs essentially by
contradiction. The second wise man reasons as follows:

Suppose I were not marked. Then w1 would have seen this, and knowing
that at least one of us is marked, he would have inferred that he was the
marked one. But w1 has expressed ignorance; therefore, Imust bemarked.

Consider now the case of n = 3 wise men w1, w2, w3. After w1 announces
that he does not know that he is marked, w2 and w3 both infer that at least
one of them is marked. For if neither w2 nor w3 were marked, w1 would have
seen this and would have concluded—and stated—that he was the marked one,
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since he knows that at least one of the three is marked. At this point the puzzle
reduces to the two-men case: both w2 and w3 know that at least one of them
is marked, and then w2 reports that he does not know whether he is marked.
Hence w3 proceeds to reason as previously that he is marked.

In general, consider n + 1 wise men w1, . . . , wn, wn+1, n ≥ 1. After the first
j wise men w1, . . . , wj have announced that they do not know whether they are
marked, for j = 1, . . . , n, the remaining wise men wj+1, . . . , wn+1 infer that at
least one of them ismarked. This holds for j = n as well, whichmeans that the last
wise man wn+1 will infer (and announce, owing to his honesty) that he is marked.

The question is how to formalize this in our logic. Again consider the case
of two wise men w1 and w2. Let Mi, i ∈ {1, 2} denote the proposition that wi

is marked. For any proposition P , we will write Ki(P ) as an abbreviation for
Kwi

(P ). We will only need three premises:

S1 = C(¬K1(M1))

S2 = C(M1 ∨M2)

S3 = C(¬M2 ⇒K1(¬M2))

The first premise says that it is common knowledge that the first wise man does
not know whether he is marked. Although it sounds innocuous, note that a couple
of assumptions are necessary to obtain this premise from the mere fact that w1

has announced his ignorance. First, truthfulness—we must assume that the wise
men do not lie, and further, that each one of them knows that they are all truthful.
And second, each wise man must know that the other wise men will hear the
announcement and believe it. Premise S2 says that it is common knowledge that
at least one of the wise men is marked. Observe that the announcement by the
king is crucial for this premise to be justified. The two wise men can see each
other and thus they individually know M1 ∨M2. However, each of them may not
know that the other wise man knows that at least one of them is marked. For
instance, w1 may believe that he is not marked, and even though he sees that
w2 is marked, he may believe that w2 does not know that at least one of them is
marked, as w2 cannot see himself. Finally, premise S3 states that it is common
knowledge that if w2 is not marked, then w1 will know it (because w1 can see
w2). From these three premises we are to derive the conclusion C(M2)—that it
is common knowledge that w2 is marked. Symbolically, we need to derive the
judgment {S1, S2, S3} � C(M2). If we have encoded the epistemic propositional
logic in a predicate calculus, then we can achieve this immediately by instantiating
Lemma 7 below with α *→ w1, P *→ M1 and Q *→ M2—without performing any
inference whatsoever. This is what we have done in Athena.

For the case of n = 3 wise men our set of premises will be:

S1 = C(¬K1(M1))

S2 = C(M1 ∨M2 ∨M3)

S3 = C(¬(M2 ∨M3)⇒K1(¬(M2 ∨M3)))

S4 = C(¬K2(M2))

S5 = C(¬M3 ⇒K2(¬M3))
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Consider now the general case of n + 1 wise men w1, . . . , wn, wn+1. For any
i = 1, . . . , n, define

Si
1 = C(¬Ki(Mi))

Si
2 = C(Mi ∨ · · · ∨Mn+1)

Si
3 = C(¬(Mi+1 ∨ · · · ∨Mn+1)⇒Ki(¬(Mi+1 ∨ · · · ∨Mn+1)))

and Sn+1
2 = C(Mn+1). The set of premises, Ωn+1, can now be defined as

Ωn+1 = {C(M1 ∨ · · · ∨Mn+1)}
n⋃

i=1

{Si
1, S

i
3}

Hence Ωn+1 has a total of 2n + 1 elements. Note that S1
2 is the commonly

known disjunction M1 ∨ · · · ∨Mn+1 and a known premise, i.e., a member of
Ωn+1. However, Si

2 for i > 1 is not a premise. Rather, it becomes derivable

after the ith wise man has made his announcement. Managing the derivation
of these propositions and eliminating them via applications of the cut is the
central function of the algorithm below. Before we present the algorithm we
state a couple of key lemmas.

Lemma 6. Consider any agent α and propositions P,Q, and let R1, R2, R3 be
the following three propositions:

1. R1 = ¬Kα(P );
2. R2 = Kα(¬Q⇒P );
3. R3 = ¬Q⇒Kα(¬Q)

Then {R1 ∧R2 ∧R3} �Q.

Proof. By the following sequent derivation:

1. {R1 ∧ R2 ∧ R3} � R1 [Reflex], ∧-E1

2. {R1 ∧ R2 ∧ R3} � R2 [Reflex], ∧-E1, ∧-E2

3. {R1 ∧ R2 ∧ R3} � R3 [Reflex], ∧-E2

4. {R1 ∧ R2 ∧ R3} � Kα(¬Q) ⇒Kα(P ) 2, [K], ⇒-E
5. {R1 ∧ R2 ∧ R3} � ¬Q ⇒Kα(P ) 3, 4, Lemma 2

6. {R1 ∧ R2 ∧ R3} � ¬Kα(P ) ⇒¬¬Q 5, Lemma 3

7. {R1 ∧ R2 ∧ R3} � ¬¬Q 6, 1, ⇒-E
8. {R1 ∧ R2 ∧ R3} � Q 7, [¬-E]

��

Lemma 7. Consider any agent α and propositions P,Q. Define R1 and R3

as in Lemma 6, let R2 = P ∨Q, and let Si = C(Ri) for i = 1, 2, 3. Then
{S1, S2, S3} � C(Q).
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Proof. Let R′
2 = ¬Q⇒P and consider the following derivation:

1. {S1, S2, S3} � S1 [Reflex]
2. {S1, S2, S3} � S2 [Reflex]
3. {S1, S2, S3} � S3 [Reflex]
4. ∅ � (P ∨ Q) ⇒ (¬Q ⇒P ) Lemma 4a

5. {S1, S2, S3} � C((P ∨ Q) ⇒ (¬Q ⇒P )) 4, [C-I]

6. {S1, S2, S3} � C(P ∨ Q) ⇒C(¬Q ⇒P ) 5, [CK ], [⇒-E]

7. {S1, S2, S3} � C(¬Q ⇒P ) 6, 2, [⇒-E]

8. {S1, S2, S3} � C(¬Q ⇒P ) ⇒C(Kα(¬Q ⇒P )) [R]

9. {S1, S2, S3} � C(Kα(¬Q ⇒P )) 8, 7, [⇒-E]

10. {R1 ∧ Kα(¬Q ⇒P ) ∧ R3} � Q Lemma 6

11. ∅ � (R1 ∧ Kα(¬Q ⇒P ) ∧ R3) ⇒Q 10, [⇒-I]

12. {S1, S2, S3} � C((R1 ∧ Kα(¬Q ⇒P ) ∧ R3) ⇒Q) 11, [C-I]

13. {S1, S2, S3} � C(R1 ∧ Kα(¬Q ⇒P ) ∧ R3) ⇒C(Q) 12, [CK ], [⇒-E]

14. {S1, S2, S3} � C(R1 ∧ Kα(¬Q ⇒P ) ∧ R3) 1, 3, 9, Lemma 5, [∧-I]

15. {S1, S2, S3} � C(Q) 13, 14, [⇒-E]

��

Our method can now be expressed as follows:

Φ← {S1
1 , S1

2 , S1
3};

Σ ← Φ � S2
2 ;

Use Lemma 7 to derive Σ;

If n = 1 halt

else

For i = 2 to n do

begin

Φ← Φ ∪ {Si
1, S

i
3};

Σ′ ← {Si
1, S

i
2, S

i
3} � Si+1

2 ;

Use Lemma 7 to derive Σ′;
Σ′′ ← Φ � Si+1

2 ;

Use the cut on Σ and Σ′ to derive Σ′′;
Σ ← Σ′′

end

The loop variable i ranges over the interval 2, . . . , n. For any i in that interval,

we write Φi and Σi for the values of Φ and Σ upon conclusion of the ith iteration
of the loop. A straightforward induction on i will establish:

Lemma 8 (Algorithm correctness). For any i ∈ {2, . . . , n},

Φi = {C(M1 ∨ · · · ∨Mn+1)}
i⋃

j=1

{Sj
1, S

j
3}

while Σi = Φi � Si+1
2 .

Hence, Φn = Ωn+1, and Σn = Φn � Sn+1
2 = Ωn+1 � Sn+1

2 = Ωn+1 � C(Mn+1),
which is our goal.
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It is noteworthy that no such correctness argument is necessary in the for-
mulation of the algorithm as an Athena method, as methods are guaranteed to
be sound. Their results are always logically entailed by the assumption base,
assuming that our primitive methods are sound (see Chapter 8 of [20]).

4 Athena Implementation

In this section we present the Athena encoding of the epistemic logic and our
method for solving the generalized version of the wise men puzzle (refer to the
Athena web site [15] for more information on the language). We begin by in-
troducing an uninterpreted domain of epistemic agents: (domain Agent). Next
we represent the abstract syntax of the propositions of the logic. The following
Athena datatype mirrors the abstract grammar for propositions that was given
in the beginning of Section 2:

(datatype Prop

True

False

(Atom Boolean)

(Not Prop)

(And Prop Prop)

(Or Prop Prop)

(If Prop Prop)

(Knows Agent Prop)

(Common Prop))

We proceed to introduce a binary relation sequent that may obtain between
a finite set of propositions and a single proposition:

(declare sequent (-> ((FSet-Of Prop) Prop) Boolean))

Here FSet-Of is a unary sort constructor: for any sort T, (FSet-Of T) is a new
sort representing the set of all finite sets of elements of T. Finite sets are built
with two polymorphic constructors: the constant null, representing the empty
set; and the binary constructor insert, which takes an element x of sort T and
a finite set S (of sort (FSet-Of T)) and returns the set {x} ∪S. We also have all
the usual set-theoretic operations available (union, intersection, etc.).

The intended interpretation is that if (sequent S P) holds for a set of propo-
sitions S and a proposition P , then the sequent S � P is derivable in the epis-
temic logic via the rules presented in Section 2. Accordingly, we introduce axioms
capturing those rules. For instance, the conjunction introduction rule is repre-
sented by the following axiom:

(define And-I

(forall ?S ?P ?Q

(if (and (sequent ?S ?P)

(sequent ?S ?Q))

(sequent ?S (And ?P ?Q)))))
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Note that the lowercase and above is Athena’s built-in conjunction operator, and
hence represents conjunction at the metalanguage level, whereas And represents
the object-level conjunction operator of the epistemic logic.

The cut rule and the common knowledge introduction (necessitation) rule
become:

(define cut

(forall ?S1 ?S2 ?P ?Q

(if (and (sequent ?S1 ?P)

(sequent (insert ?P ?S2) ?Q))

(sequent (union ?S1 ?S2) ?Q))))

(define common-intro-axiom

(forall ?P ?S

(if (sequent null ?P)

(sequent ?S (Common ?P)))))

The remaining rules are encoded by similar first-order axioms.
We next proceed to derive several lemmas that are useful for the proof. Some

of these lemmas are derived completely automatically via the ATPs that are inte-
grated with Athena. For instance, the cut rule is proved automatically (in about
10 seconds). As another example, the following result—part (b) of Lemma 4—is
proved automatically:

(forall ?S ?P1 ?P2

(if (and (sequent null (If ?P1 ?P2))

(sequent ?S (Common ?P1)))

(sequent ?S (Common ?P2))))

Other lemmas are established by giving natural deduction proofs. For instance,
the proof of Lemma 6 in Section 3 is transcribed virtually verbatim in Athena,
and validated in a fraction of a second. (The fact that the proof is abridged—
i.e., multiple steps are compressed into single steps—is readily handled by in-
voking ATPs that automatically fill in the details.) Finally, we are able to prove
Lemma 7, which is the key technical lemma. Utilizing the higher-order charac-
ter of our encoding, we then define a method main-lemma that takes an arbi-
trary list of agents [a1 · · · an], n ≥ 1, and specializes Lemma 7 with P *→ Ma1 ,
Q *→ Ma2 ∨ · · · ∨Man

, and α *→ a1 (recall that for any agent α, Mα signi-
fies that α is marked). So, for instance, the application of main-lemma to the
list [a1, a2, a3] would derive the conclusion {S1, S2, S3} � C(Ma2 ∨Ma3), where
S1 = C(¬Ka1(Ma1)), S2 = C(Ma1 ∨Ma2 ∨Ma3), and

S3 = C(¬(Ma2 ∨Ma3)⇒Ka1(¬(Ma2 ∨Ma3)))

We also need a simple result shuffle asserting the equality Γ, P1, P2 = Γ, P2, P1

(i.e., Γ ∪ {P1} ∪ {P2} = Γ ∪ {P2} ∪ {P1}).
Using these building blocks, we express the tactic for solving the generalized

wise men problem as the Athena method solve below. It takes as input a list of
agents representing wise men, with at least two elements. Note that the for loop
in the pseudocode algorithm has been replaced by recursion.
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(define (solve wise-men)

(dletrec

((loop (method (wise-men th)

(dmatch wise-men

([_] (!claim th))

((list-of _ rest)

(dlet ((new-th (!main-lemma wise-men)))

(dmatch [th new-th]

([(sequent context Q2)

(sequent (insert Q1

(insert Q2 (insert Q3 null))) P)]

(dlet ((cut-th

(!derive (sequent

(union

context

(insert Q1 (insert Q3 null)))

P)

[th new-th shuffle cut])))

(!loop rest cut-th))))))))))

(dlet ((init (!prove-goal-2 wise-men)))

(!loop (tail wise-men) init))))

Assuming that w1, w2, w3 are agents representing wise men, invoking the method
solve with the list [w1 w2 w3]) as the argument will derive the appropriate result:
Ω3 � (Common (isMarked w3)), where Ω3 is the set of premises for the three-men
case, as defined in the previous section.

5 Related Work

The wise men problem became a staple of epistemic AI literature after being
introduced by McCarthy [12]. Formalizations and solutions of the two-wise-men
problem are found in a number of sources [22, 23, 24], most of them in simple
multi-agent epistemic logics (without common knowledge). Several variations
have been given; e.g., Konolige has a version in which the third wise man states
that he does not know whether he is marked, but that he would know if only the
second wise man were wiser [25]. Ballim and Wilks [26] solve the three-men ver-
sion of the puzzle using the “nested viewpoints” framework. Vincenzo Pallotta’s
solution [27] is similar but his ViewGen framework facilitates agent simulation.
Kim and Kowalski [28] use a Prolog-based implementation of metareasoning to
solve the same version of the problem using common knowledge. A more natural
proof was given by Aiello et al. [29] in a rewriting framework.

The importance of reasoning about the intentional states of intelligent agents
is widely recognized (see, for instance, the recent work by Dastani et al. on in-
ferring trust [30]). Agent metareasoning and metaknowledge, in particular, is
extensively discussed in “Logical foundations of Artifical Intelligence” by Gene-
sereth and Nillson [24] (it is the subject of an entire chapter). They stress that the
main advantage of an explicit encoding of the reasoning process is that it makes
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it possible to “create agents capable of reasoning in detail about the inferential
abilities of and beliefs of other agents,” as well as enabling introspection.3

The only work we are aware of that has an explicit encoding of an epistemic
logic in a rich metalanguage is a recent project [32] that uses the Calculus of
Constructions (Coq [33]). However, there are important differences. First, they
encode a Hilbert proof system, which has an adverse impact on the readabil-
ity and writability of proofs. The second and most important difference is our
emphasis on reasoning efficiency. The seamless integration of Athena with state-
of-the-art provers such as Vampire and Spass is crucial for automation, as it
enables the user to skip tedious steps and keep the reasoning at a high level
of detail. Another distinguishing aspect of our work is our heavy use of tac-
tics. Athena uses a block-structured natural-deduction style not only for writing
proofs but also for writing proof tactics (“methods”). Proof methods are much
easier to write in this style, and play a key role in proof automation. Our empha-
sis on automation also differentiates our work from that of Basin et al. [34] using
Isabelle, which only addresses proof presentation in modal logics, not automatic
proof discovery.
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Abstract. In the recent past, an increasing number of multiagent sys-

tems (MAS) have been designed and implemented to engineer complex

distributed systems. Several previous works have proposed theories and

architectures to give these systems a formal support. Among them, one

of the most widely used is the BDI agent architecture presented by Rao

and Georgeff. We consider that in order to apply agents in real domains,

it is important for the formal models to incorporate a model to represent

and reason under uncertainty. With that aim we introduce in this paper

a general model for graded BDI agents, and an architecture, based on

multi-context systems, able to model these graded mental attitudes. This

architecture serves as a blueprint to design different kinds of particular

agents. We illustrate the design process by formalising a simple travel

assistant agent.

1 Introduction

In the recent past, an increasing number of multiagent systems (MAS) have
been designed and implemented to engineer complex distributed systems. Several
previous works have proposed theories and architectures to give these systems a
formal support. Agent theories are essentially specifications of agents’ behaviour
expressed as the properties that agents should have. A formal representation of
the properties helps the designer to reason about the expected behaviour of the
system [25]. Agent architectures represent a middle point between specification
and implementation. They identify the main functions that ultimately determine
the agent’s behaviour and define the interdependencies that exist among them
[25]. Agent theories based on an intentional stance are among the most common
ones. Intentional systems describe entities whose behaviour can be predicted

� A preliminary version of this paper, “Modelos BDI graduados para Arquitecturas

de Agentes” (in Spanish), was presented at the Argentine Symposium on Artificial

Intelligence (ASAI’04) and will appear in an especial issue of “Inteligencia Artificial”

(Revista Iberoamericana de Inteligencia Artificial).

J. Leite and P. Torroni (Eds.): CLIMA V, LNAI 3487, pp. 126–143, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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by the method of attributing certain mentalistic attitudes such as knowledge,
belief —information attitudes, desire, intention, obligation, commitment —pro-
attitudes, among others [5]. A well-known intentional system formal approach is
the BDI architecture proposed by Rao and Georgeff [20, 21]. This model is based
on the explicit representation of the agent’s beliefs (B) —used to represent the
state of the environment, its desires (D) —used to represent the motivations of
the agent, and its intentions (I) —used to represent the goals of the agent. This
architecture has evolved over time and it has been applied in several of the most
significant multiagent applications developed up to now.

Modelling different intentional notions by means of several modalities (B, D,
I) can be very complex if only one logical framework is used. In order to help
in the design of such complex logical systems Giunchiglia et.al. [9] introduced
the notion of multi-context system (MCS for short). This framework allows the
definition of different formal components and their interrelation. In our case, we
propose to use separate contexts to represent each modality and formalise each
context with the most appropriate logic apparatus. The interactions between
the components are specified by using inter-unit rules, called bridge rules. These
rules are part of the deduction machinery of the system. This approach has
been used by Sabater et.al. [22] and Parsons et.al. [19] to specify several agent
architectures and particularly to model some classes of BDI agents [17]. Indeed
one advantage of the MCS logical approach to agency modelling is that it allows
for rather affordable computational implementation. For instance, a portion of
the framework described in [17] is being now implemented using a prolog multi-
threaded architecture [8].

The agent architectures proposed so far mostly deal with two-valued infor-
mation. Although the BDI model developed by Rao and Georgeff explicitly ac-
knowledges that an agent’s model of the world is incomplete, by modelling beliefs
as a set of worlds that the agent knows that it might be in, it makes no use of
quantified information about how possible a particular world is to be the actual
one. Neither does it allow desires and intentions to be quantified. We think that
taking into consideration this graded information could improve the agent’s per-
formance. There are a few works that partially address this issue and emphasize
the importance of graded models. Notably, Parsons and Giorgini [17] consider
the belief quantification by using Evidence Theory. In their proposal, an agent
is allowed to express its opinion on the reliability of the agents it interacts with,
and to revise its beliefs when they become inconsistent. They set out the im-
portance of quantifying degrees in desires and intentions, but this is not covered
by their work. Lang et al. [14] present an approach to a logic of desires, where
the notion of hidden uncertainty of desires is introduced. Desires are formalized
to support a realistic interaction between the concepts of preference and plau-
sibility (or normality), both represented by a pre-order relation over the sets of
possible worlds. Other works deal with reasoning about intentions in uncertain
domains, as the proposal of Schut et al. [24]. They present an efficient intention
reconsideration for agents that interact in an uncertainty environment in terms
of dynamics, observability, and non-determinism.
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All the above mentioned proposals model partial aspects of the uncertainty
related to mental notions involved in an agent’s architecture. We present in this
paper a general model for a graded BDI agent, specifying an architecture able
to deal with the environment uncertainty and with graded mental attitudes. In
this sense, belief degrees represent to what extent the agent believes a formula is
true. Degrees of positive or negative desire allow the agent to set different levels
of preference or rejection respectively. Intention degrees give also a preference
measure but, in this case, modelling the cost/benefit trade off of reaching an
agent’s goal. Then, Agents having different kinds of behaviour can be modeled
on the basis of the representation and interaction of these three attitudes.

This paper is organised as follows: in Section 2, we introduce multi-context
systems and the general multivalued logic framework for the graded contexts.
Sections 3, 4, and 5 present the mental units of the graded BDI model, that
is the contexts for beliefs (BC), desires (DC), and intentions (IC). Section 6
outlines two functional contexts for planning (PC) and communication (CC). In
Section 7, we deal with bridge rules, we illustrate the overall reasoning process
in Section 8, and finally, we present some conclusions and future lines of work.

2 Graded BDI Agent Model

The architecture presented in this paper is inspired by the work of Parsons et.al.
[17] about multi-context BDI agents. Multi-context systems were introduced by
Giunchiglia et.al. [9] to allow different formal (logic) components to be defined
and interrelated. The MCS specification of an agent contains three basic compo-
nents: units or contexts, logics, and bridge rules, which channel the propagation
of consequences among theories. Thus, an agent is defined as a group of inter-
connected units:

〈
{Ci}i∈I ,Δbr

〉
, where each context Ci ∈ {Ci}i∈I is the tuple

Ci = 〈Li, Ai,Δi〉 where Li, Ai and Δi are the language, axioms, and inference
rules respectively. They define the logic for the context and its basic behaviour
as constrained by the axioms. When a theory Ti ∈ Li is associated with each
unit, the implementation of a particular agent is complete. Δbr can be under-
stood as rules of inference with premises and conclusions in different contexts,
for instance:

C1 : ψ, C2 : ϕ

C3 : θ

means that if formula ψ is deduced in context C1 and formula ϕ is deduced in
context C2 then formula θ is added to context C3.

The deduction mechanism of these systems is based on two kinds of inference
rules, internal rules Δi inside each unit, and bridge rules Δbr outside. Internal
rules allow to draw consequences within a theory, while bridge rules allow to
embed results from a theory into another [7].

We have mental contexts to represent beliefs (BC), desires (DC) and inten-
tions (IC). We also consider two functional contexts: for Planning (PC) and
Communication (CC). The Planner is in charge of finding plans to change the
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current world into another world, where some goal is satisfied, and of computing
the cost associated to the plans. The communication context is the agent’s door
to the external world, receiving and sending messages. In summary, the BDI
agent model is defined as:

Ag = ({BC, DC, IC, PC, CC},Δbr)

Each context has an associated logic, that is, a logical language with its own
semantics and deductive system. In order to represent and reason about graded
notions of beliefs, desires and intentions, we decide to use a modal many-valued
approach. In particular, we shall follow the approach developed by Hájek et
al. in e.g. [12] and [10] where uncertainty reasoning is dealt with by defining
suitable modal theories over suitable many-valued logics. The basic idea is the
following. For instance, let us consider a Belief context where belief degrees are
to be modeled as probabilities. Then, for each classical (two-valued) formula
ϕ, we consider a modal formula Bϕ which is interpreted as “ϕ is probable”.
This modal formula Bϕ is then a fuzzy formula which may be more or less true,
depending on the probability of ϕ. In particular, we can take as truth-value of
Bϕ precisely the probability of ϕ. Moreover, using a many-valued logic, we can
express the governing axioms of probability theory as logical axioms involving
modal formulae of the kind Bϕ. Then, the many-valued logic machinery can
be used to reason about the modal formulae Bϕ, which faithfully respect the
uncertainty model chosen to represent the degrees of belief.

In this proposal, for the mental contexts we choose the infinite-valued
�Lukasiewicz logic but another selection of many-valued logics may be done for
each unit, according to the measure modeled in each case 1. Therefore, in this
kind of logical frameworks we shall have, besides the axioms of �Lukasiewicz
many-valued logic, a set of axioms corresponding to the basic postulates of a
particular uncertainty theory. Hence, in this approach, reasoning about prob-
abilities (or any other uncertainty models) can be done in a very elegant way
within a uniform and flexible logical framework. The same many-valued logical
framework may be used to represent and reason about degrees of desires and
intentions, as will be seen in detail later on.

3 Belief Context

The purpose of this context is to model the agent’s beliefs about the environment.
In order to represent beliefs, we use modal many-valued formulae, following the
above mentioned logical framework. We consider in this paper the particular

1 The reason of using this many-valued logic is that its main connectives are based

on the arithmetic addition in the unit interval [0, 1], which is what is needed to deal

with additive measures like probabilities. Besides, �Lukasiewicz logic has also the min
conjunction and max disjunction as definable connectives, so it also allows to define

a logic to reason about degrees of necessity and possibility.
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case of using probability theory as the uncertainty model. Other models might
be used as well by just modifying the corresponding axioms.

3.1 The BC Language

To reason about the credibility of crisp propositions, we define a language for
belief representation, following Godo et al.’s [10], based on �Lukasiewicz logic. In
order to define the basic crisp language, we start from a classical propositional
language L, defined upon a countable set of propositional variables PV and
connectives (¬,→), and extend it to represent actions. We take advantage of
Dynamic logic which has been used to model agent’s actions in [23] and [16].
These actions, the environment transformations they cause, and their associated
cost must be part of any situated agent’s beliefs set.

The propositional language L is thus extended to LD, by adding to it action
modalities of the form [α] where α is an action. More concretely, given a set
Π0 of symbols representing elementary actions, the set Π of plans (composite
actions) and formulae LD is defined as follows:

– Π0 ⊂ Π (elementary actions are plans)
– if α, β ∈ Π then α;β ∈ Π, (the concatenation of actions is also a plan)
– if α, β ∈ Π then α ∪ β ∈ Π (non-deterministic disjunction)
– if α ∈ Π then α∗ ∈ Π (iteration)
– If A is a formula, then A? ∈ Π (test)

– if p ∈ PV , then p ∈ LD

– if ϕ ∈ LD then ¬ϕ ∈ LD

– if ϕ, ψ ∈ LD then ϕ → ψ ∈ LD

– if α ∈ Π and ϕ ∈ LD then [α]ϕ ∈ LD.

The interpretation of [α]A is “after the execution of α, A is true”
We define a modal language BC over the language LD to reason about the

belief on crisp propositions. To do so, we extend the crisp language LD with a
fuzzy unary modal operator B. If ϕ is a proposition in LD, the intended meaning
of Bϕ is that “ϕ is believable”. Formulae of BC are of two types:

– Crisp (non B-modal): they are the (crisp) formulae of LD, built in the usual
way, thus, if ϕ ∈ LD then ϕ ∈ BC.

– B-Modal: they are built from elementary modal formulae Bϕ, where ϕ is
crisp, and truth constants r, for each rational r ∈ [0, 1], using the connectives
of �Lukasiewicz many-valued logic:
• If ϕ ∈ LD then Bϕ ∈ BC
• If r ∈ Q ∩ [0, 1] then r ∈ BC
• If Φ, Ψ ∈ BC then Φ →L Ψ ∈ BC and Φ&Ψ ∈ BC (where & and →L

correspond to the conjunction and implication of �Lukasiewicz logic)

Other �Lukasiewicz logic connectives for the modal formulae can be defined from
&, →L and 0: ¬LΦ is defined as Φ →L 0, Φ ∧ Ψ as Φ&(Φ →L Ψ), Φ ∨ Ψ as
¬L(¬LΦ ∧ ¬LΨ), and Φ ≡ Ψ as (Φ →L Ψ)&(Ψ →L Φ).
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Since in �Lukasiewicz logic a formula Φ →L Ψ is 1-true iff the truth value of
Ψ is greater or equal to that of Φ, modal formulae of the type r →L Bϕ express
that the probability of ϕ is at least r. Formulae of the type r →L Ψ will be
denoted as (Ψ, r).

3.2 Belief Semantics

The semantics for the language BC is defined, as usual in modal logics, using
a Kripke structure. We have added to such structure a ρ function in order to
represent the world transitions caused by actions, and a probability measure μ
over worlds. Thus, we define a BC probabilistic Kripke structure as a 4-tuple
K = 〈W, e, μ, ρ〉 where:

– W is a non-empty set of possible worlds.
– e : V ×W → {0, 1} provides for each world a Boolean (two-valued) evaluation

of the propositional variables, that is, e(p, w) ∈ {0, 1} for each propositional
variable p ∈ V and each world w ∈ W . The evaluation is extended to
arbitrary formulae in LD as described below.

– μ : 2W → [0, 1] is a finitely additive probability measure on a Boolean
algebra of subsets of W such that for each crisp ϕ, the set {w | e(ϕ, w) = 1}
is measurable [12].

– ρ : Π0 → 2W×W assigns to each elementary action a set of pairs of worlds
denoting world transitions.

Extension of e to LD formulae:
e is extended to L using classical connectives and to formulae with action modal-
ities –as [α]A, by defining ρ(α;β) = ρ(α) ◦ ρ(β), ρ(α ∪ β) = ρ(α) ∪ ρ(β),
ρ(α∗) = (ρ(α))∗ (ancestral relation) and ρ(ϕ?) = {(w,w) | e(ϕ, w) = 1}, and
setting e([α]A,w) = min {e(A,wi) | (w,wi) ∈ ρ(α)}. Notice that e([α]A,w) = 1
iff the evaluation of A is 1 in all the worlds w′ that may be reached through the
action α from w.
Extension of e to B-modal formulae:
e is extended to B-modal formulae by means of �Lukasiewicz logic truth-functions
and the probabilistic interpretation of belief as follows:

– e(Bϕ,w) = μ({w′ ∈ W | e(ϕ, w′) = 1}), for each crisp ϕ
– e(r, w) = r, for all r ∈ Q ∩ [0, 1]
– e(Φ&Ψ,w) = max(e(Φ) + e(Ψ)− 1, 0)
– e(Φ →L Ψ,w) = min(1− e(Φ) + e(Ψ), 1)

Finally, the truth degree of a formula Φ in a Kripke structure K = 〈W, e, μ, ρ〉
is defined as ‖Φ‖K

= infw∈W e(Φ,w).

3.3 BC Axioms and Rules

As mentioned in Section 2, to set up an adequate axiomatization for our be-
lief context logic we need to combine axioms for the crisp formulae, axioms of
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�Lukasiewicz logic for modal formulae, and additional axioms for B-modal for-
mulae according to the probabilistic semantics of the B operator. Hence, axioms
and rules for the Belief context logic BC are as follows:

1. Axioms of propositional Dynamic logic for LD formulae (see e.g. [11]).
2. Axioms of �Lukasiewicz logic for modal formulae: for instance, axioms of

Hájek’s Basic Logic (BL) [12] plus the axiom: ¬¬Φ → Φ
3. Probabilistic axioms

B(ϕ → ψ) →L (Bϕ → Bψ)
Bϕ ≡ ¬LB(ϕ ∧ ¬ψ) →L B(ϕ ∧ ψ)
¬LBϕ ≡ B¬ϕ

4. Deduction rules for BC are: modus ponens, necessitation for [α] for each
α ∈ Π (from ϕ derive [α]ϕ), and necessitation for B (from ϕ derive Bϕ).

Deduction is defined as usual from the above axioms and rules and will be
denoted by �BC . Notice that, taking into account �Lukasiewicz semantics, the
second probabilistic axiom corresponds to the finite additivity while the third one
expresses that the probability of ¬ϕ is 1 minus the probability of ϕ. Actually,
one can show that the above axiomatics is sound and complete with respect to
the intended semantics described in the previous subsection (cf. [12]). Namely,
if T is a finite theory over BC and Φ is a (modal) formula, then T � Φ iff
‖Φ‖K = 1 in each BC probabilistic Kripke structure K model of T (i.e. K such
that ‖Ψ‖K = 1 for all Ψ ∈ T ).

4 Desire Context

In this context, we represent the agent’s desires. Desires represent the ideal
agent’s preferences regardless of the agent’s current perception of the environ-
ment and regardless of the cost involved in actually achieving them. We deem
important to distinguish what is positively desired from what is not rejected.
According to the works on bipolarity representation of preferences by Benferhat
et.al. [2], positive and negative information may be modeled in the framework of
possibilistic logic. Inspired by this work, we suggest to formalise agent’s desires
also as positive and negative. Positive desires represent what the agent would
like to be the case. Negative desires correspond to what the agent rejects or does
not want to occur. Both, positive and negative desires can be graded.

4.1 DC Language

The language DC is defined as an extension of a propositional language L by
introducing two (fuzzy) modal operators D+ and D−. D+ϕ reads as “ϕ is pos-
itively desired” and its truth degree represents the agent’s level of satisfaction
would ϕ become true. D−ϕ reads as “ϕ is negatively desired” and its truth de-
gree represents the agent’s measure of disgust on ϕ becoming true. As in BC
logic, we will use a modal many-valued logic to formalise graded desires. We use
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again �Lukasiewicz logic as the base logic, but this time extended with a new con-
nective Δ (known as Baaz’s connective), considered also in [12]. For any modal
Φ, if Φ has value < 1 then ΔΦ gets value 0; otherwise, if Φ has value 1 then
ΔΦ gets value 1 as well. Hence ΔΦ becomes a two-valued (Boolean) formula.
Therefore, DC formulae are of two types:

– Crisp (non modal): formulae of L
– Many-valued (modal): they are built from elementary modal formulae D+ϕ

and D−ϕ, where ϕ is from L, and truth constants r for each rational r ∈ [0, 1]:

• If ϕ ∈ L then D−ϕ, D+ϕ ∈ DC
• If r ∈ Q ∩ [0, 1] then r ∈ DC
• If Φ, Ψ ∈ DC then Φ →L Ψ ∈ DC and Φ&Ψ ∈ DC

As in BC, (Dψ, r̄) denotes r̄ →L Dψ.
In this context the agent’s preferences will be expressed by a theory T con-

taining quantitative expressions about positive and negative preferences, like
(D+ϕ, α) or (D−ψ, β), as well as qualitative expressions like D+ψ →L D+ϕ
(resp. D−ψ →L D−ϕ), expressing that ϕ is at least as preferred (resp. rejected)
as ψ. In particular (D+φi, 1) ∈ T means that the agent has maximum preference
in φi and is fully satisfied if it is true. While (D+φj , α) �∈ T for any α > 0 means
that the agent is indifferent to φj and the agent doesn’t benefit from the truth of
φj . Analogously, (D

−ψi, 1) ∈ T means that the agent absolutely rejects φi and
thus the states where ψi is true are totally unacceptable. (D−ψj , β) �∈ T for any
β > 0 simply means that ψj is not rejected, the same applies to the formulae
not explicitly included in T .

4.2 Semantics for DC

The degree of positive desire for (or level of satisfaction with) a disjunction of
goals ϕ ∨ ψ is taken to be the minimum of the degrees for ϕ and ψ. Intuitively
if an agent desires ϕ ∨ ψ then it is ready to accept the situation where the less
desired goal becomes true, and hence to accept the minimum satisfaction level
produced by one of the two goals. In contrast the satisfaction degree of reaching
both ϕ and φ can be strictly greater than reaching one of them separately. These
are basically the properties of the guaranteed possibility measures (see e.g. [1]).
Analogously, we assume the same model for the degrees of negative desire or
rejection, that is, the rejection degree of ϕ ∨ φ is taken to be the minimum of
the degrees of rejection for ϕ and for ψ separately, while nothing prevents the
rejection level of ϕ ∧ ψ be greater than both.

The DC models are Kripke structures MD = 〈W, e, π+, π−〉 where W and e
are defined as in the BL semantics and π+ and π− are preference distributions
over worlds, which are used to give semantics to positive and negative desires:

– π+ : W → [0, 1] is a distribution of positive preferences over the possible
worlds. In this context π+(w) < π+(w′) means that w′ is more preferred
than w.
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– π− : W → [0, 1] is a distribution of negative preferences over the possible
worlds: π−(w) < π−(w′) means that w′ is more rejected than w.

We impose a consistency condition: π−(w) > 0 implies π+(w) = 0, that is, if
w is rejected to some extent, it cannot be desired. And conversely. The truth
evaluation e is extended to the non-modal formulae in the usual (classical) way.
The extension to modal formulae uses the preference distributions for formulae
D−ϕ and D+ϕ, and for the rest of modal formulae by means of �Lukasiewicz
connectives, as in BC semantics, plus the unary connective Δ. The evaluation of
modal formulae only depends on the formula itself –represented in the preference
measure over the worlds where the formula is true– and not on the actual world
where the agent is situated:

– e(D+ϕ, w) = inf{π+(w′) | e(ϕ, w′) = 1}
– e(D−ϕ, w) = inf{π−(w′) | e(ϕ, w′) = 1}

– e(ΔΦ,w)

{
1, if e(Φ,w) = 1
0, otherwise.

As usual, by convention we take inf ∅ = 1 and thas e(D+⊥, w) = e(D−⊥, w) = 1
for all w ∈ W .

4.3 DC Axioms

In a similar way as in BC, to axiomatize the logical system DC we need to com-
bine classical logic axioms for non-modal formulae with �Lukasiewicz logic axioms
extended with Δ for modal formulae. Also, additional axioms characterizing the
behaviour of the modal operators D+ and D− are needed. Hence, we define the
axioms and rules for the DC logic as follows:

1. Axioms of classical logic for the non-modal formulae.
2. Axioms of �Lukasiewicz logic with Δ (cf. [12]) for the modal formulae.
3. Axioms for D+ and D− over �Lukasiewciz logic:

D+(A ∨ B) ≡ D+A ∧ D+B
D−(A ∨ B) ≡ D−A ∧ D−B
¬LΔ(D+A ∧ D−A) → ¬L(∇D−A&∇D+A), where ∇ is ¬LΔ¬L

2.
D+(⊥)
D−(⊥)

4. Rules are: modus ponens, necessitation for Δ, and introduction of D+ and
D− for implications: from A → B derive D+B →L D+A and D−B →L

D−A.

Notice that the two first axioms in item (3) define the behaviour of D− and
D+ with respect to disjunctions, while the third axiom establishes that it is not
possible to have at the same time positive and negative desires over the same

2 Notice that e(∇Φ, w) = 1 if e(Φ, w) > 0, and e(∇Φ, w) = 0 otherwise.
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formula except if the formula is a contradiction. In that case notice that the an-
tecedent of the axiom becomes false. Finally, the two inference rules state that
the degree of desire is monotonically decreasing with respect to logical implica-
tion. This axiomatics is correct with respect to the above defined semantics, and
the conjecture is that it is complete too.

5 Intention Context

In this context, we represent the agent’s intentions. We follow the model intro-
duced by Rao and Georgeff [20, 21], in which an intention is considered a funda-
mental pro-attitude with an explicit representation. Intentions, as well as desires,
represent the agent’s preferences. However, we consider that intentions cannot
depend just on the benefit, or satisfaction, of reaching a goal ϕ –represented in
D+ϕ, but also on the world’s state w and the cost of transforming it into a world
wi where the formula ϕ is true. By allowing degrees in intentions we represent
a measure of the cost/benefit relation involved in the agent’s actions towards
the goal. The positive and negative desires are used as pro-active and restrictive
tools respectively, in order to set intentions. Note that intentions depend on the
agent’s knowledge about the world, which may allow –or not– the agent to set a
plan to change the world into a desired one. Thus, if in a theory T we have the
formula Iψ →L Iϕ then the agent may try ϕ before ψ and it may not try φ if
(Iφ, δ) is a formula in T and δ < Threshold. This situation may mean that the
benefit of getting φ is low or the cost is high.

5.1 IC Language

We define its syntax in the same way as we did with BC (except for the dynamic
logic part), starting with a basic language L and incorporating a modal operator
I. We use �Lukasiewicz multivalued logic to represent the degree of the intentions.
As in the other contexts, if the degree of Iϕ is δ, it may be considered that the
truth degree of the expression “ϕ is intended” is δ. The intention to make ϕ true
must be the consequence of finding a feasible plan α, that permits to achieve a
state of the world where ϕ holds.

The value of Iϕ will be computed by a bridge rule (see (3) in next Section
7), that takes into account the benefit of reaching ϕ and the cost, estimated by
the Planner, of the possible plans towards it.

5.2 Semantics and Axiomatization for IC

The semantics defined in this context shows that the value of the intentions
depends on the formula intended to bring about and on the benefit the agent
gets with it. It also depends on the agent’s knowledge on possible plans that
may change the world into one where the goal is true, and their associated cost.
This last factor will make the semantics and axiomatization for IC somewhat
different from the presented for positive desires in DC.
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The models for IC are Kripke structures K = 〈W, e, {πw}w∈W 〉 where W
and e are defined in the usual way, and for each w ∈ W , πw : W → [0, 1] is a
possibility distribution where πw(w

′) ∈ [0, 1] is the degree on which the agent
may try to reach the state w′ from the state w.

The truth evaluation e : V × W → {0, 1} is extended to the non-modal
formulae in the usual way. It is extended to modal formulae using �Lukasiewicz
semantics as e(Iϕ, w) = Nw({w′ | e(ϕ, w′) = 1}), where Nw denotes the necessity
measure associated to the possibility distribution πw, defined as Nw(S) = inf{1−
πw(s) | s �∈ S}. A sound and complete axiomatics for the I operator, is defined
in a similar way as for the previous mental operators but now taking the axioms
corresponding to necessity measures (cf. [12]), that is, the following axioms:

1. Axioms of classical logic for the non-modal formulae.
2. Axioms of �Lukasiewicz logic for the modal formulae.
3. Axioms for I over �Lukasiewciz logic:

I(ϕ → ψ) → (Iϕ → Iψ)
¬I(⊥)
I(ϕ ∧ ψ) ≡ (Iϕ ∧ Iψ)

4. Deduction rules are modus ponens and necessitation for I (from ϕ derive
Iϕ).

6 Planner and Communication Contexts

The nature of these contexts is functional. The Planner Context (PC) has to
build plans which allow the agent to move from its current world to another,
where a given formula is satisfied. This change will indeed have an associated
cost according to the actions involved. Within this context, we propose to use a
first order language restricted to Horn clauses (PL), where a theory of planning
includes the following special predicates:

– action(α, P, A, cα) where α ∈ Π0 is an elementary action, P ⊂ PL is the
set of preconditions; A ⊂ PL are the postconditions and cα ∈ [0, 1] is the
normalised cost of the action.

– plan(ϕ, α, P, A, cα, r) where α ∈ Π is a composite action representing the
plan to achieve ϕ, P are the pre-conditions of α, A are the post-conditions
ϕ ∈ A , cα is the normalized cost of α and r is the belief degree ( > 0) of
actually achieving ϕ by performing plan α. We assume that only one instance
of this predicate is generated per formula.

– bestplan(ϕ, α, P, A, cα, r) similar to the previous one, but only one instance
with the best plan is generated.

Each plan must be feasible, that is, the current state of the world must satisfy
the preconditions, the plan must make true the positive desire the plan is built
for, and cannot have any negative desire as post-condition. These feasible plans
are deduced by a bridge rule among the BC, DC and PC contexts (see (2) in
the next Section 7).
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The communication unit (CC) makes it possible to encapsulate the agent’s
internal structure by having a unique and well-defined interface with the envi-
ronment. This unit also has a first order language restricted to Horn clauses.
The theory inside this context will take care of the sending and receiving of
messages to and from other agents in the Multi Agent society where our graded
BDI agents live. Both contexts use resolution as a deduction method.

7 Bridge Rules

For our BDI agent model, we define a collection of basic bridge rules to set the
interrelations between contexts. These rules are illustrated in figure 1. In this
section we comment the most relevant ones.

The agent’s knowledge about the world’s state and about actions that change
the world, is introduced from the belief context into the Planner as first order
formulae �.�:

B : Bϕ

P : �Bϕ� (1)

Then, from the positive desires, the beliefs of the agent, and the possible
transformations using actions, the Planner can build plans. Plans are gener-
ated from actions, to fulfill positive desires, but avoiding negative desires. The
following bridge rule among D, B, and P contexts does this:

D : ∇(D+ϕ), D : (D−ψ, threshold), P : action(α, P,A, c),
B : (B([α]ϕ), r), B : B(A → ¬ψ)

P : plan(ϕ, α, P, A, c, r)
(2)

As we have previously mentioned, the intention degree trades off the benefit
and the cost of reaching a goal. There is a bridge rule that infers the degree of
Iϕ for each plan α that allows to achieve the goal. This value is deduced from
the degree of D+ϕ and the cost of a plan that satisfies desire ϕ. This degree is
calculated by function f as follows:

D : (D+ϕ, d), P : plan(ϕ, α, P, A, c, r)

I : (Iϕ, f(d, c, r))
(3)

Different functions model different individual behaviours. For example, if we
consider an equilibrated agent, the degree of the intention to bring about ϕ,
under full belief in achieving ϕ after performing α, may depend equally on the
satisfaction that it brings the agent and in the cost —considering the complement
to 1 of the normalised cost. So the function might be defined as

f(d, c, r) = r(d + (1− c))/2.

In fact, given the plan P for the goal ϕ, with desire level d and(normalized) cost
c, we can think of u = (d + (1 − c))/2 as the utility of reaching ϕ by means of
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the plan P . The intention degree as computed above is thennothing but r · u,
that is, the utility u multiplied by the probability r of reaching ϕ after the plan
is executed. This is actually the expected utility of reaching ϕ by means of the
plan P if one considers a utility value of 0 when the plan P does not reach ϕ.

In BDI agents, bridge rules have been also used to determine the relation-
ship between the mental attitudes and the actual behaviour of the agent. Well-
established sets of relations for BDI agents have been identified [21]. If we use
the strong realism model, the set of intentions is a subset of the set of desires,
which in turn is a subset of the beliefs. That is, if an agent does not believe
something, it will neither desire it nor intend it [20]:

B : ¬Bψ

D : ¬Dψ
and

D : ¬Dψ

I : ¬Iψ
(4)

We also need bridge rules to establish the agent’s interactions with the en-
vironment, meaning that if the agent intends ϕ at degree imax, where imax is
the maximum degree of all the intentions, then the agent will focus on the plan
-bestplan- that allows the agent to reach the most intended goal:

I : (Iϕ, imax), P : bestplan(ϕ, α, P, A, cα, r)

C : C(does(α))
(5)

Through the comunication unit the agent perceives all the changes in the
enviroment that are introduced by the following bridge rule in the belief context:

C : β

B : Bβ
(6)

Figure 1 shows the graded BDI agent proposed with the different contexts
and the bridge rules relating them.

Fig. 1. Multicontext model of a graded BDI agent
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8 Example of a Graded BDI Agent for Tourism

Suppose we want to instruct our travel agent to look for a one-week holiday
destination package. We instruct the agent with two desires, first and more
important, we want to rest, and second we want to visit new places (visitNP).
We restrict its exploration range as we do not want to travel more than 1000
kms from Rosario, where we live. To propose a destination (plan) the agent will
have to take into account the benefit (with respect to rest and to visitNP) and
the cost of the travel. The agent will consult with a travel agency that will give a
number of plans, that conveniently placed in the planner context will determine
the final set of proposals. In this scenario we have the following theories in the
BC, DC, and PC contexts (IC has no initial theory):
D context: The agent has the following positive and negative desires:

- (D+(rest), 0.8)
- (D+(visitNP ), 0.7)
- (D+(rest ∧ visitNP ), 0.9)
- (D−(distance > 1000km), 0.9)

B context: This theory contains knowledge about the relationship between pos-
sible actions the agent can take and formulae made true by their execution. In
this case, actions would be traveling to different destinations. For this example
we consider only six destinations:

Π0 = {CarlosPaz, Cumbrecita, Bariloche, V illaGesell,MardelP lata, P toMadryn}.

Then, we represent the agent’s beliefs about visiting new places and resting.
In particular, we may consider the degree of B([α]visitNP ) as the probability
of visitNP after traveling to α. According to the places we know in each
destination and the remaining places to visit in each destination, we give our
travel agent the following beliefs:

- (B([Cumbrecita]visitNP), 1)
- (B([Carlos Paz]visitNP), 0.3)
- (B([Bariloche]visitNP), 0.7)
- (B([Villa Gesell]visitNP), 0.6)
- (B([Mar del Plata]visitNP), 0.3)
- (B([Pto Madryn]visitNP), 1)

The agent needs to assess also beliefs about the possibility that a destination
offers to rest. In this case the degree of B([α]Rest) is interpreted as the
probability of resting in α. These beliefs are determined by the characteristics
of the destination —beach, mountains, big or a small city, etc— and taking into
account our personal views:

- (B([Cumbrecita]Rest), 1)
- (B([Carlos Paz]Rest), 0.8)
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- (B([Bariloche]Rest), 0.6)
- (B([Villa Gesell]Rest), 0.8)
- (B([Mar del Plata]Rest), 0.5)
- (B([Pto Madryn]Rest), 0.7)

We assume here that, for each action α, the positive desires are stochastically
independent, so we add to BC an appropriate inference rule:

(B[α]Rest, r), (B[α]visitNP, s)

(B[α](Rest ∧ visitNP ), r · s)
P Context A series of elementary actions:

- action (Cumbrecita, {cost = 800},{dist =500 km}, 0.67)
- action (Carlos Paz, {cost = 500},{dist = 450 km}, 0.42)
- action (Bariloche, {cost = 1200},{dist = 1800 km},1)
- action (Pto Madryn, {cost = 1000},{dist =1700 km}, 0.83)
- action (Villa Gessell, {cost = 700},{dist =700 km}, 0.58)
- action (Mar del Plata, {cost = 600},{dist =850 km}, 0.5)

Once these theories are defined the agent is ready to reason in order to deter-
mine which Intention to adopt and which plan is associated with that intention.
We follow give a brief schema of the different steps in this process:

1. The desires are passed from DC to PC.
2. Within PC plans for each desire are found.

Starting from the positive desires the planner looks for a set of different
destination plans, taking into consideration the beliefs of the agent about
the possibilities of satisfying the goals rest and visitNP through the
different actions. Using the restriction introduced by the negative desire:
(D−(dist > 1000km), 0.9) the planner rejects plans to Bariloche and to Pto
Madryn, because their post-conditions make true (dist > 1000km) which
is strongly rejected (0.9). Therefore, using the bridge rule (2), plans are
generated for each desire. For instance, for the most preferred desire, i.e.
rest ∧ visitNP the following plans are generated:

plan(rest ∧ visitNP,Cumbrecita, {cost = 800}, {dist = 500km}, 0.67, 1)
plan(rest ∧ visitNP,CarlosPaz, {cost = 500}, {dist = 450km}, 0.42, 0.24)
plan(rest∧ visitNP, V illaGessell, {cost = 700}, {dist = 700km}, 0.58, 0.48)
plan(rest ∧ visitNP,MardelP lata, {cost = 600}, {dist = 850km}, 0.5, 0.15)

3. The plans determine the degree of intentions.
Using bridge rule (3) and the function f proposed for an equilibrated agent
the I context calculates the intention degree for the different destinations.
Since f is monotonically increasing with respect to d, it is enough to consider
the most preferred desired, i.e. rest ∧ visitNP . Hence, rest ∧ visitNP is
preferred to a degree 0.9, using f(d, b, c) = b(0.9+ (1− c))/2 we successively
have for α ∈ {Cumbrecita, CarlosPaz, V illaGessell, MardelP lata}:
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(I(rest ∧ visitNP ), 0.615),
(I(rest ∧ visitNP ), 0.1776),
(I(rest ∧ visitNP ), 0.3168),
(I(rest ∧ visitNP ), 0.105).

We get a maximal degree of intention for rest ∧ visitNP by the plan cum-
brecita, of 0.615.

4. A plan is adopted.
Finally, by means of bridge rule (5), the action α = Cumbrecita is selected
and passed to the Communication context CC.

9 Conclusions and Future Work

This paper has presented a BDI agent model that allows to explicitly represent
the uncertainty of beliefs, desires and intentions. This graded architecture is
specified using multicontext systems and is general enough to be able to specify
different types of agents. In this work we have used a different context for each
attitude: Belief, Desire and Intention. We used a specific logic for each unit,
according to the attitude represented. The �Lukasiewicz multivalued logic is the
framework chosen to formalise the degrees and we added the corresponding ax-
iomatic in order to represent the uncertainty behaviour as probability, necessity
and possibility. Other measures of uncertainty might be used in the different
units by simply changing the corresponding axiomatic. Adding concrete theories
to each context, particular agents may be defined using our context blueprints.
The agent’s behaviour is then determined by the different uncertainty measures
of each context, the specific theories established for each unit, and the bridge
rules. An issue of current research is to look for possible alternative axiomatic
modelings of desires and intentions, and their implications in the bridge rules
which deal with them, and check how they can also influence the agent’s behav-
ior. Besides, the model introduced, based on a multicontext specification, can be
easily extended to include other mental attitudes.

As for future work, we are considering two directions. On the one hand we
want to extend our multicontext agent model to a multiagent scenario. We plan
to do this by introducing a social context in the agent architecture to deal with
all aspects of social relations with other agents. In particular to equip this social
context with a good logical model of trust is very important to allow the agent
to infer beliefs from other agents´ information. Interesting models of trust are
Liau’s logic of Belief, Information and Trust (BIT) [15] in the extension of this
model described in [4] in this volume.

On the other hand, from an computational point of view, our idea is to
implement each unit as prolog thread, equipped with its own meta-interpreter.
The meta-interpreter purpose will be to manage inter-thread (inter-context)
communication, i.e. all processes regarding bridge rule firing and assertion of
bridge rule conclusions into the corresponding contexts. This implementation
will support both, the generic definition of graded BDI agent architectures and
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the specific instances for particular types of agents. The implementation will
also allow us to experiment and validate the formal model presented.
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Abstract. In this paper we discuss Liau’s logic of Belief, Inform and

Trust (BIT), which captures the use of trust to infer beliefs from ac-

quired information. However, the logic does not capture the derivation

of trust from other notions. We therefore suggest the following two ex-

tensions. First, like Liau we observe that trust in information from an

agent depends on the topic of the information. We extend BIT with a

formalization of topics which are used to infer trust in a proposition

from trust in another proposition, if both propositions have the same

topics. Second, for many applications, communication primitives other

than inform are required. We extend BIT with questions, and discuss

the relationship with belief, inform and trust. An answer to a question

can lead to trust, when the answer conforms to the beliefs of the agent.

1 Introduction

Trust is an issue which emerges in many subareas of artificial intelligence, such as
inmultiagent systems, reputation systems, e-institutions, and electronic commerce
[1]. Liau [2] proposes an elegant, simple, but expressive modal logic as an extension
of multi-agent epistemic logic. The three main ingredients are modal operators
for belief (B), inform (I), and trust (T ). The central axiom expresses that if an
agent trusts another agent with respect to a proposition, and it has been informed
by that agent that the proposition is true, then it believes that proposition.

The logic explains the consequences of trust, but it does not explain where trust
comes from. The only optional axiom discussed by Liau that derives positive trust
formulas is so-called transferability, which says that trust in one agent can lead to
trust in another agent with respect to the same proposition. In this paper, we study
two other ways in which trust can be derived. We do this by first enriching Liau’s
frameworkwith topics andquestions, and thenby investigating the following issues.

1. How to use topics to infer trust? Like Liau we observe that trust in in-
formation depends on the topic of the information. We extend BIT with a

J. Leite and P. Torroni (Eds.): CLIMA V, LNAI 3487, pp. 144–160, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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formalization of topics. Topics can be used to infer trust in a proposition
from trust in another proposition, if both propositions have the same topics.

2. How to use communication to infer trust? For many applications, commu-
nication primitives other than inform are required. We extend BIT with
questions and discuss the relationship with belief, inform and trust. An an-
swer to a question can also lead to trust, when an agent tests another agent
by questioning him and the answer conforms to the beliefs of the agent.

Weformalizetopicsandquestionsintermsofnon-normalmodaloperators.Toobtain
a simple axiomatization of our semantically defined operatorswe re-formalize them
intermsofoperatorsfromnormalmodallogicusingatechniqueknownassimulation.
Moreover, Liau uses a non-normal modal logic to formalize trust, i.e., his notion of
trust is not closed under tautologies, nor under conjunction nor implication: agent
i does not necessarily trust that �, trust that ϕ ∧ ψ does not imply trust that ϕ,
and validity ofϕ ⊃ ψ does not entail that trust thatϕ implies trust thatψ. In order
to work in a uniform and simple framework we also simulate the non-normal trust
operator, using a combination of normal modal logic operators. The reductions or
simulations use the fact that “normal modal logics can simulate all others” [3, 4].

The layout of this paper is as follows. In Section 2 we introduce the running
example. In Section 3 we repeat and discuss Liau’s BIT logic, and we formalize
the running example in it. In Section 4 and 5 we introduce topics and questions,
as well as the principles permitting to infer trust that can be based on them.

2 Running Example

We use the following example to motivate and illustrate our extensions of Liau’s
logic.

Agent i wants to know the interest rate, which is of vital importance for
his portfolio management. He has found three web-services s1, s2 and s3 that
present financial information, but he does not know whether they deliver up to
date information, or whether the information is correct at all. In other words,
agent i does not know which web-service to trust. Suppose agent i knows the
latest exchange rates for the euro against the dollar, and asks the web-services
about this piece of information. If they do not provide the correct information,
then the agent concludes that the web-services are not trustworthy. Otherwise,
if they supply the correct exchange rate, then the agent trusts them with respect
to financial information. Thus he then knows whom to ask about the interest
rate, in order to use this piece of information in his portfolio management.1

1 We assume that the web-service is not a strategic player, in the sense of Goffman’s

strategic interaction [5], that is, we assume that the web-service does not have some-

thing to gain by making you believe that it is trustworthy but not being so. In

this sense this example is less complex than issues around trust found in electronic

commerce.
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In this paper, we ignore the dynamics and time aspects2 involved in this
example and discuss the formalization of three aspects of this example.

1. First we express the example in Liau’s BIT logic. What can be said there is
that

– if the agent trusts the web-service, then he believes what he is being
informed about;

– if a web-service has informed the agent about something it believes to
be false, then the agent does not trust the web-service.

2. To relate the question about exchange rates with the question about interest
rates, we introduce the notion of topic. Both exchange and interest rates have
the topic of financial information. So, when the web-service can be trusted on
exchange rates, it can be trusted on the whole topic of financial information,
and therefore it can be trusted on interest rates.

3. Based on the hypothesis that in general agents are not being informed by a
web-service by accident, but are being informed as the result of a question
being submitted to the web-service, we extend the system with a question
operator. An agent can then infer trust in a web-service, in case the web-
service has informed the agent in accordance with the agent’s current beliefs.

3 BIT

In this section we repeat and discuss Liau’s logic BIT [2], and we formalize the
running example in it. Definition 1 presents the language of the basic BIT logic,
where Biϕ is read as ‘agent i believes ϕ’, Iijϕ as ‘agent i acquires information ϕ
from agent j’, and Tijϕ as ‘agent i trusts the judgment of agent j on the truth
of ϕ’. In the rest of this paper, we read Iijϕ as ‘agent i is being informed ϕ by
agent j’ or ‘agent i has been informed ϕ by agent j’. For the purpose of this
paper, these three readings can be regarded as synonymous.

Definition 1 (BIT language). Assume we have n agents and a set Φ0 of
countably many atomic propositions. The well formed formulae of the logic BIT
is the least set containing Φ0 that is closed under the following formation rules:

– if ϕ is a wff, then so are ¬ϕ, Biϕ, Iijϕ and Tijϕ for all 1 ≤ i �= j ≤ n, and
– if ϕ and ψ are wffs, then so is ϕ ∨ ψ.

As usual, other classical boolean connectives are defined as abbreviations.

Definition 2 presents the axiomatic system for basic BIT. Beliefs are represented
by a normal KD45 modal operator; inform by a normal KD modal operator, and
trust by a non-normal modal operator.

2 We do not discuss the state transitions based on communication actions such as

inform and question.
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Definition 2 (BIT). The basic BIT logic contains the following axioms and is
closed under the following set of inference rules:

P propositional tautologies
B1 [Biϕ ∧ Bi(ϕ ⊃ ψ)] ⊃ Biψ
B2 ¬Bi⊥
B3 Biϕ ⊃ BiBiϕ
B4 ¬Biϕ ⊃ Bi¬Biϕ
I1 [Iijϕ ∧ Iij(ϕ ⊃ ψ)] ⊃ Iijψ
I2 ¬Iij⊥
C1 (BiIijϕ ∧ Tijϕ) ⊃ Biϕ
C2 Tijϕ ⊃ BiTijϕ
R1 (Modus Ponens, MP): from � ϕ and � ϕ ⊃ ψ infer � ψ
R2 (Generalization, Gen): from � ϕ infer � Biϕ and � Iijϕ
R3 from � ϕ ≡ ψ infer � Tijϕ ≡ Tijψ

Liau discusses several possible extensions of the basic BIT logic: additional axiom
C3 is called symmetric trust, C4 is called transferability, C5 is called cautious
trust, and axiom C6 is called the ideal environment assumption.

C3 Tijϕ ⊃ Tij¬ϕ (symmetric trust)
C4 BiTjkϕ ⊃ Tikϕ (transferability)
C5 Tijϕ ⊃ Bi[(Iijϕ ⊃ Bjϕ) ∧ (Bjϕ ⊃ ϕ)] (cautious trust)
C6 Iijϕ ≡ BiIijϕ (ideal environment)

To understand Liau’s logic, first observe that an agent can trust another agent,
without believing that the other agent is sincere and competent, as in other logics
of trust, see for example [6]. This is expressed by the central axiom (C1), which
is weaker than the inference from a combination of sincerity Iijϕ ⊃ Bjϕ and
competence Bjϕ ⊃ ϕ by the trusted agent, which are the respective constituents
of cautious trust in C5.

Secondly, observe that the logic is focussed on the formalization of conse-
quences of trust, not on how trust is derived. That is, axiom C1 characterizes
how trust in a proposition may lead to a belief in that proposition (in case of
an inform), but little is said about the derivation of trust. Axiom C3 relates
trust in a proposition to trust in its negation, and axiom C4 derives trust in an
agent from trust in another agent. There are no axioms that derive trust from
an inform, or that relate trust in a proposition to trust in another proposition,
except for the negation in C3.

Thirdly, it shouldbeobservedthatthe fact thatthetrustoperator isnon-normal,
means that using axiom C1 we can derive Biϕ from BiIij(ϕ ∧ ψ) and Tijϕ, but we
cannot deriveBiϕ fromBiIijϕ and Tij(ϕ∧ψ). There are good reasons for this, for
whichwe refer toLiau’s paper. Liau presents the following standard semantics for
his logic. We do not mention the semantic constraints for the additional C3-C6.
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Definition 3 (Semantics BIT). A BIT model is a tuple

〈W,π, (Bi)1≤i≤n, (Iij)1≤i�=j≤n, (Tij)1≤i�=j≤n〉

where W is a set of possible worlds, π : Φ0 → 2W is a truth assignment mapping
each atomic proposition to the set of worlds in which it is true, (Bi)1≤i≤n ⊆
W×W are serial, transitive and Euclidian binary relations on W , (Iij)1≤i�=j≤n ⊆
W ×W are serial binary relations on W , and (Tij)1≤i�=j≤n are binary relations
between W and the power set of W . Moreover, the satisfaction relation is defined
as follows.

1. M,w |= p iff w ∈ π(p)
2. M,w |= ¬ϕ iff M,w �|= ϕ
3. M,w |= ϕ ∨ ψ iff M,w |= ϕ or M,w |= ψ
4. M,w |= Biϕ iff for all u ∈ Bi(w), M,u |= ϕ
5. M,w |= Iijϕ iff for all u ∈ Iij(w), M,u |= ϕ
6. M,w |= Tijϕ iff |ϕ| = {u ∈ W | M,u |= ϕ} ∈ Tij(w),

where |ϕ| is called the truth set of ϕ.

The corresponding constraints for axioms C1 and C2 are:
m1 For all S ∈ Tij(w), if (Bi ◦ Iij)(w) ⊆ S, then Bi(w) ⊆ S, where ‘◦’ denotes

the composition operator between two binary operations;
m2 Tij(w) = ∩u∈Bi(w)Tij(u).

The logic may seem relatively simple, but – although Liau does not discuss
such applications – we can already use the logic to reason about relatively com-
plex phenomena such as trust in the ignorance of agents Tij(¬Bjϕ∧¬Bj¬ϕ) or
some aspects of trusted third parties (BiIijTjkϕ ∧ TijTjkϕ) ⊃ Tikϕ.

The following example formalizes some aspects of the running example.

Example 1. Assume a finite set of atomic propositions i(0.0), . . . , i(10.0) denot-
ing interest rates, and a finite set of atomic propositions e(0.50), . . . , e(2.00)
denoting exchange rates, where the interval and step size are chosen arbitrarily.
Moreover, let the set of agents be {i, s1, s2, s3}. From axiom C1, by contra-
position we have the following set of instances, for s ∈ {s1, s2, s3} and r ∈
{0.50, . . . , 2.00}, which states that if an agent i believes that a web-service s has
informed him about an exchange rate which i does not believe, then agent i will
not trust that web-service.

BiIise(r) ∧ ¬Bie(r) ⊃ ¬Tise(r)

Moreover, axiom C1 also implies the following set of instances, for s ∈ {s1, s2, s3}
and r ∈ {0.0, . . . , 10.0}, which states that if an agent i believes that the web-
service s has informed him about the interest rates, and i trusts s, then agent i
believes the interest rates.

BiIisi(r) ∧ Tisi(r) ⊃ Bii(r)

Finally, if agent i trusts the web-service s with respect to some interest or
exchange rates, then i also trusts s with respect to other rates. This can be
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‘hard-coded’ with the following set of assumptions, for s ∈ {s1, s2, s3}, r1, r3 ∈
{i(0.0), . . . , i(10.0)} and r2, r4 ∈ {e(0.50), . . . , e(2.00)}.

Tisi(r1) ∨ Tise(r2) ⊃ Tisi(r3) ∧ Tise(r4)

Hence Liau’s logic already allows to infer new beliefs via trust, and to infer
distrust. What it does not allow is to infer trust, which is what the rest of the
paper is about.

4 Topics

For trust it matters what a formula “is about”: its topic. Agents have a certain
area of expertise or competence. If they are trustworthy on some formulas, then
they are likely to be trustworthy on other formulas that have the same topic.
That will lead to a principle of inference that, for example, trust in one financial
rate implies trust in another financial rate. We formalize a principle of topical
trust. Liau already recognizes the need for topical trust, as his third item for
further research:

“A special case of symmetric trust, called topical trust, is considered
without standard axiomatization. This problem may be remedied by
introducing the topics of propositions into the language. For example,
in a logic of aboutness [7], a sorted binary predicate A(t,‘p’) is used to
denote “sentence ‘p’ is about topic t”. If our BIT language is extended
with such a predicate, then we can formulate axioms as: A(t,‘ϕ’) ⊃
Tijϕ when j is specialized at topic t, or more strongly, as (A(t1,‘ϕ’) ∨
. . . ∨ A(tk,‘ϕ’)) ≡ Tijϕ when the set of topics at which an agent is
specialized are [t1, . . . , tk]. However, further research is needed to see how
the semantics can be changed to accommodate this syntactic extension.”

Our extension of BIT logic with topics is loosely inspired by a proposal of Herzig
and Longin. Whereas Herzig and Longin formalize the notion of topics in the
metalanguage, we will formalize it using standard normal modal operators.

4.1 Herzig and Longin

The conceptual model of Herzig and Longin [8] is visualized in Figure 1. It
contains a meta theory with the following three relations:

– A competence function that relates agents to topics, namely those topics in
which the agent is an expert.

– A subject function that relates propositions to topics, namely those topics
that the propositions are about.

– A scope function that relates actions (such as inform) to topics. Actions
which are affected by the topic of proposition are listed here.
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Fig. 1. Conceptual Model of Trust

These concepts enable one to formulate principles of belief update. Informally,
they can be expressed as follows:

– If a formula ϕ holds, and an agent is informed about a proposition which
does not share any topic with ϕ, then ϕ persists;

– If an agent j is competent on a topic and ϕ belongs to that topic, then an
inform by agent j that ϕ implies belief that ϕ.

The first principle is not relevant for this paper, because the BIT logic only
considers the state of the world at one moment. An extension with time is very
interesting, but beyond the scope of this paper. The second principle implies that
if an agent is competent on a proposition ϕ and all topics of proposition ψ are
also topics of ϕ, then the agent is competent on ψ, too. It is the latter issue which
we formalize in the BIT logic, simply replacing belief in competence by trust.
This move disregards the distinction between the two, in the sense that belief in
someone’s competence may lead to trust, but this need not always be the case and
more importantly, trust can be based on other reasons than belief in competence.
Note that both Demolombe and Herzig and Longin take a syntactic approach.
Aboutness A(t,‘p’) and ‘subject’ are relations between formulas and some set
of objects t1, ..., tn called topics with no additional structure. By contrast we
handle topics in the semantics.

4.2 Simulation

In this section we formalize the trust and topic operators, using a technique
called simulation. This means that – typically complex – operators are defined
in terms of standard normal modal operators. For example, the simulation of the
non-normal trust operator in normal modal logic means that the trust operator
is defined using normal operators, but that the operator itself behaves like a
non-normal operator.

The advantages of simulation are twofold. First, the advantage of classical
simulations such as the simulation of various kinds of non-normal modal logics in
[3, 4] is that theorem provers of normal modal logic can be used for proving theo-
rems of non-normal modal logic. This advantage also holds for the simulation of
the non-normal trust operator in normal modal logic. This means, among other
things, that it becomes easier to have a theorem prover test specifications written
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in the extended BIT logic. Second, the advantage that motivates the simulation
in this paper is that such a simulation gives us a direct axiomatization of the
logic, which would not be obtained if the operators were only defined semanti-
cally. In that case, additional axioms would have to be given to characterize the
semantic notions.

Consider the trust operator, which is a non-normal modal operator. This
operator can be simulated using three standard normal modal operators �1

ij , �2

and �3 [4]
Tijϕ ≡ �1

ij(�
2ϕ ∧ �3¬ϕ)

where �ϕ abbreviates ¬�¬ϕ as usual.
To understand the reduction remember that truth of Tijϕ in a world w of a

model M means that there is a truth set (neighborhood) S ∈ Tij(w) such that
M,w′ |= ϕ for every w′ ∈ S, and M,w′′ �|= ϕ for every w′′ �∈ S. Thus �1

ij enables

us to refer to the existence of a truth set (neighborhood), �2 is used to express
the truth of ϕ in S, and �3 expresses the falsehood of ϕ outside S.

4.3 Topic as Enumeration of Options

In this paper, we assume that propositions have topics and that topics are shared
by all agents3. For example, the proposition i(5.0) has financial information as its
topic. Moreover, in the Herzig-Longin approach propositions can belong to two
or more topics, though this does not play a role in the example. Consequently, a
complication of the formalization of topics is that we not only have to state which
topics there are, but that these are all the topics available. It is only by making
explicit all given topics, that we can quantify over topics. For this reason, we
introduce both an operator topic and an operator all topics. We identify a topic
with the set of atomic propositions that have this topic as a subject (see above).
For example, the topic financial information is identified with the set

{i(0.0), . . . , i(10.0), e(0.50), . . . , e(2.00)}

Such a topic set will be represented by a formula like

topic(i(0.0)× . . . × i(10.0)× e(0.50)× . . . × e(2.00))

in which ‘×’ is used to separate alternative options. Our encoding is as follows.

Definition 4 (Topics). The language of BIT with topics is the language of
BIT, together with clause

– if ϕ is a sentence of BIT, then so are �1ϕ, �2ϕ, �3ϕ and �4ϕ.

Moreover, we add the following abbreviations:

– ϕ1 × . . . × ϕn ≡ �2(�3ϕ1 ∧ �4¬ϕ1) ∧ . . . ∧ �2(�3ϕn ∧ �4¬ϕn) ∧
�2((�3ϕ1 ∧ �4¬ϕ1) ∨ . . . ∨ (�3ϕn ∧ �4¬ϕn))

3 We assume here that topics are shared by all agents to simplify our presentation.
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– topic(ϕ1 × . . . × ϕn) ≡ �1(ϕ1 × . . . × ϕn)
– all topics((ϕ1,1 × . . . × ϕ1,n); . . . ; (ϕk,1 × . . . × ϕk,m)) ≡

�1((ϕ1,1 × . . . × ϕ1,n) ∨ . . . ∨ (ϕk,1 × . . . × ϕk,m))
– topic contained(ϕ,ψ) ≡ �1(�2(�3ϕ ∧ �4¬ϕ) ⊃ �2(�3ψ ∧ �4¬ψ))

The topic notation with × may be read as a representation of a set. That
is, due to the properties of the modal logic we have for example that p × q × r
implies q × p × r or p × p × q × r, but it does not imply for example p × q.

The operator topic represents the set of propositions having the same topic;
all topics states furthermore that these are all topics available, and topic contained
formalizes the fact that all topics of the first element are also a topic of the second
element. In our example topic contained(i(1.0), e(2.00)) holds. In example 2 an
explanation is given. So topic contained(ϕ,ψ) expresses that for every (�1) topic,
if formula ϕ has that topic (�2(�3ϕ ∧ �4¬ϕ)), then formula ψ has that topic
too. It is the latter abbreviation which will be used to formulate a topic-based
trust inference principle.

We assume that topics are treated as axioms, in the sense that they are known
by all agents, and distribute over inform and trust operators. We therefore accept
the following principles:

topic(ϕ1 × . . . × ϕn) ≡ Bitopic(ϕ1 × . . . × ϕn)
topic(ϕ1 × . . . × ϕn) ≡ Iijtopic(ϕ1 × . . . × ϕn)
topic(ϕ1 × . . . × ϕn) ≡ Tijtopic(ϕ1 × . . . × ϕn)

The semantics of BIT with topics extends the semantics of BIT with four
binary accessibility relations that correspond to �1 to �4, that are interpreted
in the usual way. The distribution of topic operators over the BIT modalities is
characterized by the fact that in each world, the relevant accessibility relations
are the same. Due to space limitations we do not give the details.

It may seem that our encoding of the topic operators is rather complicated,
compared to for example [7], but the advantage is that we have a standard seman-
tics. Moreover, an important advantage is that we can use the same methodology
for questions too (see section 5).

4.4 Comparison with Janin and Walukiewicz

The encoding of the topic operator is a further extension of the simulation of
non-normal modal operators mentioned above. This extension can be understood
by analogy to work by Janin and Walukiewicz [9]. They define a → S =def∧

ϕ∈S �aϕ ∧ �a
∨

ϕ∈S ϕ, where a is an index of a modal operator and S is
set of formulas [9]. It means that world w satisfies formula a → S when any
formula of S is satisfied by at least one a-successor of w, and all a-successors
of w satisfy at least one formula of S. Classical modal operators are written as
�aϕ ≡ a → {ϕ,�} and �ap ≡ a → {ϕ}∨a → ∅. This is essentially the definition
of bisimulation,4 so the representation reflects the essence of modal logic. As

4 This insight is attributed to Alexandru Baltag by Yde Venema.
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we indicated above, we use the ×-notation instead of sets, so S = {p, q, r} is
represented by p × q × r. Like sets we have iteration and associativity, i.e., we
can derive for example p × q × q × r. However, also note that if modalities �a

and �a are normal, then we can derive weakening: (p ∧ q) × r → p × r. Since
we do not like this property for topics, we use non-normal modal operators –
to be precise, non-monotonic ones – that do not satisfy weakening. So, in our
reduction of topics, we combine two ideas:

(a) �ϕ ≡ �2(�3ϕ ∧ �4¬ϕ) (simulation, as before)
(b) a → S ≡

∧
ϕ∈S �aϕ ∧ �a

∨
ϕ∈S ϕ (Janin and Walukiewicz)

These are combined using the definition of modality 2 according to (b), substitut-
ing (�3ϕ∧�4¬ϕ) for ϕ and substituting ‘2’ for a, which gives us

∧
ϕ∈S �2(�3ϕ∧

�4¬ϕ)∧�2
∨

ϕ∈S(�
3ϕ∧�4¬ϕ), which corresponds to the topic definition above.

Since this only defines one topic, we still have to represent that ”there is a topic”,
for which we use �1.

4.5 Topics and Trust

Now we can formalize the intuition that if a proposition is trusted, then also all
other propositions are trusted which are based on the same topics. We call it
topic-based trust transfer (T3).

�1(�2(�3ϕ ∧�4¬ϕ)) ∧ topic contained(ϕ,ψ) ⊃ (Tijϕ ⊃ Tijψ) (T3)

We formalize the running example with topics. Since there is only one topic,
the example is relatively simple.

Example 2. The topic financial information (f) is defined as follows.

f ≡ (i(0.0)× . . .× i(10.0)×e(0.50)× . . .×e(2.00)) topic(f) all topics(f)

In the first treatment of the example, the trust inference was ‘hard coded’. Now,
we use axiom T3 to derive: Tisi(r1)∨Tise(r2) ⊃ (Tisi(r3)∧Tise(r4)). In particular,
from topic(f) we can derive �1(�2(�3i(r1) ∧ �4¬i(r1))) and from topic(f) and
all topics(f) we can infer topic contained(i(r1), i(r3)). Using axiom T3, we can
infer Tisi(r1) ⊃ Tisi(r3). Similarly, we can infer Tisi(r1) ⊃ Tise(r4) and therefore
Tisi(r1) ∨ Tise(r2) ⊃ Tisi(r3) ∧ Tise(r4). So the property that was postulated in
Example 1, is now derived from our topic construction.

Finally, we note that Liau does not discuss the possibility to add (Tijϕ ∧
Tijψ) ⊃ Tij(ϕ∨ψ), which at first hand looks reasonable, in particular when ϕ and
ψ belong to the same topics. Such an axiom can be formalized with our topics.
Also, by contraposition we can derive topic contained(ϕ,ψ) ⊃ (¬Tijψ ⊃ ¬Tijϕ).
In other words, if all topics of ϕ are a topic of ψ, distrust in ψ transfers to
distrust in ϕ.
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5 Questions

In this section, the logic of Liau is extended with questions, because of their
specific relation to trust. Questions have been studied extensively as part of the
semantics of natural language. In this paper we use the semantics of questions
and answers of Groenendijk and Stokhof [10]. The idea is as follows. Concep-
tually, a question expresses a ‘gap’ in the information of the asker, to be filled
by an answer of the right type. For example, a ‘when’-question asks for a time
or date. So a question specifies what its possible answers are. In the semantics,
that means that a question separates the set of possible worlds into disjoint
subsets, each of which correspond to a complete answer to the question. The
resulting structure is a partition [10]. Technically, a partition is equivalent to an
equivalence relation, called an indistinguishability relation: the agent does not
distinguish between worlds that satisfy the same answer to a question. For a
yes/no question there are two sets of worlds in the partition: worlds that cor-
respond to the answer “yes”, and worlds that correspond to the answer “no”.
For an alternative question like “Which color is the traffic light?”, the partition
corresponds to three possible answers: “red”, “yellow” and “green”. For an open
question like “Who are coming to the party?”, which asks about groups of people
coming to the party, we would get possible answers ranging from “Nobody will
come”, “John will come”, “Mary will come” and “John and Mary will come”,
up to “”Everybody will come”. In other words, open questions are treated as
alternative questions, where each selection from a contextually relevant set cor-
responds to one alternative.

Like in the case of topics, this conceptualization of questions can be en-
coded using the symbol ‘×’ to separate alternatives. We denote a question
by an expression questionij(ϕ1 × . . . × ϕn), where ϕ1...ϕn are the alterna-
tive answers. For example, “Which color is the traffic light?” is encoded by
questionij(‘traffic light is red×traffic light is yellow×traffic light is green). Note
that yes/no questions are a special case of alternative questions.

In some of the trust derivation cases, we need to express the fact that a
possible answer was, either explicitly or implicitly, asked for. We use the Qij-
operator for this. Expression Qijϕ means that agent i has posed a question to
agent j for which ϕ is a possible answer. In other words, Qijϕ holds in case
questionij(ψ1 × ... × ψn) has been explicitly or implicitly posed by agent i to
agent j, for ϕ ≡ ψk and 1 ≤ k ≤ n.

Definition 5 (Questions). The language of BIT with topics and questions, is
the language of BIT with topics, together with the following clause:

– if ϕ is a sentence of BIT with topics, then so is �ijϕ, for 1 ≤ i �= j ≤ n.

Moreover, we add the following abbreviations:

– questionij(ϕ1 × . . . × ϕn) = �ij(ϕ1 × . . . × ϕn)
– Qijϕ = �ij�

2(�3ϕ ∧ �4¬ϕ)

The definition is analogous to the simulation of topics by a range of normal
modal operators. The semantics of the BIT logic with topics and questions,
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extends the semantics of the BIT logic with topics, with a suitable accessibility
relation corresponding to �ij . In the semantics �ij or equivalently questionij

expresses the existence of a neighborhood corresponding to the answers to a
question from agent i to j. The operators �2 and �3, �4 are again used to
express the properties of the ×-notation for alternatives. Note that like trust,
but unlike topics, the semantics of questions is made relative to agents i and j.
This expresses the intuition that topics are part of the general logical language,
which is shared by all agents, whereas the questions that have been asked are
particular for specific agents.

In a way, this provides only a minimal semantics. It does not express Groe-
nendijk and Stokhof’s idea of a partition. In case we want to model that answers
to a question must be exclusive, and that the presented answers cover the whole
logical space, i.e., that a question partitions the logical space, then we add the
following axioms:

questionij(ϕ1 × . . . × ϕn) ⊃ (ϕi ∧ ϕj ⊃ ⊥), for all 1 ≤ i �= j ≤ n
questionij(ϕ1 × . . . × ϕn) ⊃ (ϕ1 ∨ . . . ∨ ϕn ≡ �)

5.1 Questions and Trust

The specific relation between questions and trust that we like to formalize in
this section is based on the following intuition. If agent i has deliberately posed
a question to an agent j to which agent i already believes the answer, and agent
j has provided information that corresponds to the initial beliefs of agent i,
then agent i will trust the second agent j. Otherwise, if agent j has provided
the wrong answer, i.e. the information does not correspond to i’s initial beliefs,
then agent i will not trust agent j. This intuition is formalized by the following
axioms which we call question-based trust derivation and question-based distrust
derivation respectively.

(Qijϕ ∧ Biϕ ∧ BiIijϕ) ⊃ Tijϕ
(Qijϕ ∧ Bi¬ϕ ∧ BiIijϕ) ⊃ ¬Tijϕ

Here, the combination of Qijϕ and BiIijϕ is meant to express that Iijϕ is a
relevant response of agent j to a question posed by agent i. This reading may
be problematic for a setting in which different questions can be posed, with the
same kinds of answers. For example an answer “at five” may be relevant to both
“When does the bus come?” and ‘When does the train come?”. However, these
problems are not essential for the phenomenon of inferring trust.

Using these axioms, we can formalize our running example.

Example 3. Agent i asks a web-service s the exchange rate: questionis(e(0.50)×
. . . × e(2.00)) which implies Qise(0.50) ∧ . . . ∧ Qise(2.00). If the agent believes
for example that the exchange is 1, Bie(1), and the web-service gives the correct
answer, i.e., BiIise(1), then using the question-based trust creation axiom we
can derive Tise(1). Similarly, in case the agent’s beliefs do not correspond to the
answer, for example Bie(5) and therefore Bi¬e(1) because exchange rates are
unique, we derive ¬Tise(1) by question-based distrust creation.
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5.2 Questions and Topics

Questions turn out to be very similar to topics. In the example, the topic ‘fi-
nancial information’ corresponds to a combination of the questions “What is
the current interest rate?” and “What is the current exchange rate?”. In natu-
ral language semantics, relations between topics and questions have long been
known. Van Kuppevelt [11] even defines topics in terms of the questions that
are currently under discussion. By asking a question, the asker can manipu-
late the current topic of the conversation. As we noted above, topics are the
same for all worlds and all agents. By contrast, we can use Qij to express
the particular ‘questions under discussion’ for agents i and j. Under such an
interpretation, it would make sense that questions were closed under topic:
Qijϕ ∧ topic contained(ϕ,ψ) ⊃ Qijψ. However, under such an implicit ‘ques-
tions under discussion’ interpretation, the question operator cannot be used to
model that an agent explicitly asked for some information. But this is exactly
the interpretation we need in the running example. We therefore use an inter-
mediate step, first using question-based trust creation, and then applying the
topic-based trust transfer principle.

Example 4. We would like to prove the following.

(Bie(r) ∧ questionis(. . . × e(r)× . . .) ∧ Iise(r) ∧
topic contained(e(r), i(r′)) ∧ Iisi(r

′)) ⊃ Bii(r
′)

Suppose (Bie(r) ∧ questionis(. . . × e(r) × . . .) ∧ Iise(r) ∧
topic contained(e(r), i(r′)) ∧ Iisi(r

′)). First, derive Qise(r) by the defini-
tion of Qij , and subsequently Tise(r) by the principle of question-based trust
creation. Second, derive Tisi(r

′) from (Tise(r) ∧ topic contained(e(r), i(r′)) by
topic-based trust transfer, and third, derive Bii(r

′) from (Iisi(r
′) ∧ Tisi(r

′))
by Liau’s trust-based belief creation axiom C1. From these three formulas the
desired implication can be obtained by principles of classical logic.

6 Further Research

6.1 Other Communicative Primitives

Suppose communication primitives proposalijϕ and requestijϕ are added to the
logic, to express that agent i received a proposal or request from j. Like an
inform, an agent will only accept a proposal when it trusts the agent’s capabil-
ities. And like a question, a request either indicates trust in the other agent’s
capabilities, or, analogous to our running example, a request is used to test the
agent’s capabilities. Once accepted, a proposal or request expresses a commit-
ment of one of the participants to achieve some future state of affairs. Therefore
we would have to further extend the logic with a ‘see-to-it that’ operator Eiϕ
[12]. In that case, i’s acceptance of a proposal by j can be expressed by an in-
form that i trusts the sender j to achieve the content of the proposal: IjiTijEjϕ.
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Similarly, an acceptance of a request, is an inform that the accepter will achieve
the content of the request: IjiEiϕ. Thus in case of a proposal the sender will
act upon acceptance, while in case of a request the receiver will act after having
accepted.

proposalijϕ ∧ IjiTijEjϕ ⊃ Ejϕ
requestijϕ ∧ IjiEiϕ ⊃ Eiϕ

6.2 Control Procedures

Trust can be based on personal relationships between agents, on past experiences,
or on a reputation that has been passed on by other trusted agents. In the absence
of such direct trust in the other party, an agent has to rely on institutional
control procedures to make sure that other agents will keep their part of the
deal. Examples are banks to guarantee payment, or a bill of lading to guarantee
shipping. However, if an agent does not understand a control mechanism, or does
not trust the institutions that guarantee it, the mechanism is useless. Therefore
one should also model trust in the control procedures. The general idea can be
summarized as follows [1].

Transaction Trust = Party Trust + Control Trust

If we further analyze control trust, it comes down to two aspects. First, the agent
must understand the workings of the control mechanism. For example, agent
i understands that, within a shipment institution s, a bill of lading ‘counts
as’ evidence of the goods having been shipped. A bill of lading is a specific
kind of inform act. In BIT we write Iisbill ⊃ Iisshipped. Second, the agent
must trust the institution s that guarantees the control mechanism. This can be
expressed in BIT too: Tisshipped. Together, these rules implicate, that whenever
the agent receives a bill of lading, it will trust that the goods have been shipped:
Iisbill ⊃ Bishipped. This translation is promising, but rather simplified. Further
relations between Liau’s BIT logic and evidential norms need to be investigated.

7 Related Research

The notion of trust has been studied extensively in the social sciences. For an
overview of research on trust in the context of electronic commerce and multi-
agent systems, see Tan and Thoen [1, 13]. Generally, trust is studied in relation
to a transaction. Mayer et al. give the following definition of trust: “The will-
ingness of a party to be vulnerable to the actions of another party based on
the expectation that the other party will perform a particular action important
to the trustor, irrespective of the ability to monitor or control that other party
[14]”. Note that risk is involved for the truster. A similar sentiment is found
in the definition by Gambetta “Trust is the subjective probability by which an
individual A expects that another individual B performs a given action on which
its welfare depends” [15]. Both these definitions indicate that trust is subjective,



158 M. Dastani et al.

and directed towards another agent. Trust reflects an interpersonal relation, that
can be generalized to machines. This aspect is nicely reflected in the logic of Liau.

Aboutness and topicality have received a lot of attention in linguistics. A topic
and its subtopics can be used to identify the structure of a text. For example,
Grosz and Sidner [16] relate the topic of a discourse (also called center or focus of
attention) to the intention that is intended to be conveyed by the author. More
technical research on aboutness is done in the context of information retrieval
[17]. Clearly, in information retrieval it matters under what circumstances we
can say that two documents are “about the same topic”.

A notion that is very similar to trust is found in the so called BAN logics
[18], used to define authentication policies in computer security. Although there
is no explicit notion of trust in these logics, sharing a secret key counts as a proof
of being trusted. The primitives of BAN logic are as follows: i sees X, which
means that agent i received a message containing X. This is similar to Liau’s
inform; j said X, which means that agent j actually sent a message containing
X, and that in case j is to be trusted, X ought to be believed by i; i controls X,
which can be interpreted as saying that agent i is trusted as an authority on X.
This notion might be developed towards our use of topics. In BAN logics it is
often used to represent trusted third parties, like authentication services; fresh
X, which means that X has not been sent previously, and i

K←→ j, which means
that agent i and j are entitled to use the same secret key K. Sharing a key
counts as a proof of being trusted. There are several differences between BAN
logics and Liau’s BIT logic and the way they are used. An obvious difference
is the use of keys, which is absent from Liau. Another difference concerns the
perspective: Liau’s logic takes the viewpoint of an individual agent: under what
circumstances can I believe the content of a message? BAN takes the bird’s eye
view of a designer: how should I design my protocol to avoid secrets getting lost?
The underlying logic is also different.

Finally, trust has been studied extensively in the context of a ‘Grid’-like
architecture for the sharing of resources and services [19]. Much of this work is
applied. However, the underlying formal models that are developed in the context
of such research [20] deserve to be compared with the BIT logic proposed here.
Other formalizations in terms of modal logic also exist [21].

8 Conclusion

Trust plays an important role in advanced computer systems such as trust man-
agement systems in computer security [22] and reputation systems as used for
example in eBay [23]. These applications define a much more precise notion of
trust than the notion of trust used in social theories. Moreover, intelligent agents
use trust mechanisms to reason about other agents, for example in cooperation,
coordination, or electronic commerce. Agents that reason about their relations
with other agents, such as agents reasoning about possible cooperation strate-
gies, can benefit from reasoning about trust explicitly. Liau’s logic does not tell
us much about the inner structure of trust, which may even be considered as a
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black box, but it does explain the relation between trust and other concepts, in
particular the relation between trust, belief and information actions.

This paper presents two extensions to Liau’s BIT logic, which allow the
derivation of trust. First, we extend the logic with topics. In this way, we can
express that from trust in the truth of one proposition, we can infer trust in the
truth of other propositions that are related by topic.

Second, we extend the logic with questions. In this way, we can express that
informs are explicitly asked for, or else are implicitly considered relevant by an
agent. There are two kinds of trust inference principles. We might say that by
selecting another agent to ask a question, you indicate that you will trust this
other agent. Thus, questions imply trust. On the other hand, questions may be
asked strategically. In our running example the agent deliberately asked for a
question with a known answer, in order to infer if the replying agent could be
trusted on propositions of a related topic.

A question concerns the applicability of trust principles. We have already seen
two alternative principles regarding trust and questions. It also seems reasonable
to restrict the trust derivation axiom to situations in which the agent is relatively
ignorant. In an examsituation, the teacher knows the answers to all thequestionshe
asks. But a correct answer to the first questionwill not necessarilymake the teacher
trust the student about the answers to the remaining questions. This just shows
that the social context in which trust is applied, needs to bemodeled very carefully.

There are several important properties of trust which remain undiscussed.
The logic does not capture the element of risk. In the running example, trusting
the web-service is risky, because the portfolio management of the agent depends
on it. Note that without such a risk, the agent would not go through the trouble
of testing the services with the question about exchange rates.

We briefly indicated how the logic might be further extended with requests
and proposals. This however, would require a shift from an epistemic notion of
trust, about beliefs, to a more practical notion of trust, about actions. We also
discussed how the logic is related to more general transaction models of trust,
which involve control mechanisms guaranteed by an institution. More research
is needed to connect these models with work on institutional norms.
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Abstract. In this paper we suppose an agent that has a knowledge

base written in logic programming and sets of beliefs under the answer

set semantics. We then consider the following two problems: given two

logic programs P1 and P2, which have the sets of answer sets AS(P1)

and AS(P2), respectively; (i) find a program Q which has the set of

answer sets such that AS(Q) = AS(P1)∪AS(P2); (ii) find a program R
which has the set of answer sets such that AS(R) = AS(P1) ∩ AS(P2).

A program Q satisfying the condition (i) is called generous coordination
of P1 and P2; and R satisfying (ii) is called rigorous coordination of P1

and P2. Generous coordination retains all of the original belief sets of

each agent, but admits the introduction of additional belief sets of the

other agent. By contrast, rigorous coordination forces each agent to give

up some belief sets, but the result remains within the original belief sets

for each agent. We provide methods for constructing these two types of

coordination and discuss their properties.

1 Introduction

In multi-agent systems different agents may have different sets of beliefs, and
agents negotiate and accommodate themselves to reach acceptable agreements.
We call a process of forming such agreements between agents coordination. The
problem is how to settle an agreement acceptable to each agent. The outcome
of coordination is required to be consistent and is desirable to retain original
information of each agent as much as possible.

Suppose an agent that has a knowledge base as a logic program whose se-
mantics is given as the collection of answer sets [7]. Answer sets represent sets
of literals corresponding to beliefs which can be built by a rational reasoner on
the basis of a program [2]. An agent may have (conflicting) alternative sets of
beliefs, which are represented by multiple answer sets of a program. Different
agents have different collections of answer sets in general. We then capture co-
ordination between two agents as the problem of finding a new program which
has the meaning balanced between two programs. Consider, for instance, a logic
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program P1 which has two answer sets S1 and S2; and another logic program
P2 which has two answer sets S2 and S3. Then, we want to find a new program
which is a result of coordination between P1 and P2. In this paper, we consider
two different solutions: one is a program Q which has three answer sets S1, S2,
and S3; the other is a program R which has the single answer set S2.

These two solutions provide different types of coordination — the first one
retains all of the original belief sets of each agent, but admits the introduction
of additional belief sets of the other agent. By contrast, the second one forces
each agent to give up some belief sets, but the result remains within the original
belief sets for each agent. These two types of coordination occur in real life. For
instance, suppose the following scenario: to decide the Academy Award of Best
Pictures, each member of the Academy nominates films. Now there are three
members — p1, p2, and p3, and each member can nominate at most two films:
p1 nominates f1 and f2, p2 nominates f2 and f3, and p3 nominates f2. At this
moment, three nominees f1, f2, and f3 are fixed. The situation is represented
by three programs:

P1 : f1 ; f2 ←,

P2 : f2 ; f3 ←,

P3 : f2 ←,

where “;” represents disjunction. Here, P1 has two answer sets: {f1} and {f2}; P2

has two answer sets: {f2} and {f3}; P3 has the single answer set: {f2}. The three
nominees correspond to the answer sets: {f1}, {f2}, and {f3}. A program having
these three answer sets is the first type of coordination. After final voting, the
film f2 is supported by three members and becomes the winner of the Award.
That is, the winner is represented by the answer set {f2}. A program having
this single answer set is the second type of coordination. Thus, these two types
of coordination happen in different situations, and it is meaningful to develop
computational logic for these coordination between agents.

The problem is then how to build a program which realizes such coordination.
Formally, the problems considered in this paper are described as follows.

Given: two programs P1 and P2;

Find: (1) a program Q satisfying AS(Q) = AS(P1) ∪ AS(P2);

(2) a program R satisfying AS(R) = AS(P1) ∩ AS(P2),

where AS(P ) represents the set of answer sets of a program P . The program Q
satisfying (1) is called generous coordination of P1 and P2; and the program R
satisfying (2) is called rigorous coordination of P1 and P2. We develop methods
for computing these two types of coordination and verify the results.

The rest of this paper is organized as follows. Section 2 presents definitions
and terminologies used in this paper. Section 3 introduces a framework of co-
ordination between logic programs. Section 4 provides methods for computing
coordination and addresses their properties. Section 5 discusses related issues
and Section 6 summarizes the paper.
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2 Preliminaries

In this paper, we suppose an agent that has a knowledge base written in logic
programming. An agent is then identified with its logic program and we use
those terms interchangeably throughout the paper.

A program considered in this paper is an extended disjunctive program (EDP)
which is a set of rules of the form:

L1 ; · · · ; Ll ← Ll+1 , . . . , Lm, not Lm+1 , . . . , not Ln (n ≥ m ≥ l ≥ 0)

where each Li is a positive/negative literal, i.e., A or ¬A for an atom A, and not
is negation as failure (NAF). notL is called an NAF-literal. The symbol “;” rep-
resents disjunction. The left-hand side of the rule is the head , and the right-hand
side is the body. For each rule r of the above form, head(r), body+(r), body−(r),
and not body−(r) denote the sets of (NAF-)literals {L1, . . . , Ll}, {Ll+1, . . . , Lm},
{Lm+1, . . . , Ln}, and {notLm+1, . . . , not Ln}, respectively. A disjunction of lit-
erals and a conjunction of (NAF-)literals in a rule are identified with its corre-
sponding sets of (NAF-)literals. A rule r is often written as head(r) ← body+(r),
not body−(r) or head(r) ← body(r) where body(r) = body+(r) ∪ not body−(r).
A rule r is disjunctive if head(r) contains more than one literal. A rule r is an
integrity constraint if head(r) = ∅; and r is a fact if body(r) = ∅. A program P
is NAF-free if body−(r) = ∅ for any rule r in P . A program with variables is se-
mantically identified with its ground instantiation, and we handle propositional
and ground programs throughout the paper.

The semantics of EDPs is given by the answer set semantics [7]. Let Lit be
the set of all ground literals in the language of a program. A set S(⊂ Lit) satisfies
a ground rule r if body+(r) ⊆ S and body−(r)∩S = ∅ imply head(r)∩S �= ∅. In
particular, S satisfies a ground integrity constraint r with head(r) = ∅ if either
body+(r) �⊆ S or body−(r) ∩ S �= ∅. S satisfies a ground program P if S satisfies
every rule in P . When body+(r) ⊆ S (resp. head(r) ∩ S �= ∅), it is also written
as S |= body+(r) (resp. S |= head(r)).

Let P be an NAF-free EDP. Then, a set S(⊂ Lit) is a (consistent) answer
set of P if S is a minimal set such that

1. S satisfies every rule from the ground instantiation of P ,
2. S does not contain a pair of complementary literals L and ¬L for any L ∈ Lit.

Next, let P be any EDP and S ⊂ Lit. For every rule r in the ground instantiation
of P , the rule rS : head(r) ← body+(r) is included in the reduct PS if body−(r)∩
S = ∅. Then, S is an answer set of P if S is an answer set of PS . An EDP has
none, one, or multiple answer sets in general. The set of all answer sets of P is
written as AS(P ). A program P is consistent if it has a consistent answer set.
In this paper, we assume that a program is consistent unless stated otherwise.

A literal L is a consequence of credulous reasoning in a program P (written as
L ∈ crd(P )) if L is included in some answer set of P . A literal L is a consequence
of skeptical reasoning in a program P (written as L ∈ skp(P )) if L is included in
every answer set of P . Clearly, skp(P ) ⊆ crd(P ) holds for any P . Two programs
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P1 and P2 are said to be AS-combinable if every set in AS(P1) ∪ AS(P2) is
minimal under set inclusion.

Example 2.1. Given two programs:

P1 : p ; q ←,

p ← q,

q ← p,

P2 : p ← not q,

q ← not p,

where AS(P1) = {{p, q}} and AS(P2) = {{p}, {q}}. Then, crd(P1) = skp(P1) =
{ p, q }; crd(P2) = { p, q } and skp(P2) = ∅. P1 and P2 are not AS-combinable
because the set {p, q} is not minimal in AS(P1) ∪ AS(P2).

Technically, when two programs P1 and P2 are not AS-combinable, we can
make them AS-combinable by introducing the rule L ← notL for every L ∈ Lit
to each program, where L is a newly introduced atom associated uniquely with
each L.

Example 2.2. In the above example, put P ′
1 = P1 ∪ Q and P ′

2 = P2 ∪ Q with

Q : p ← not p,

q ← not q .

Then, AS(P ′
1) = {{p, q}} and AS(P ′

2) = {{p, q}, {p, q}}, so P ′
1 and P ′

2 are AS-
combinable.

3 Coordination Between Programs

Given two programs, coordination provides a program which is a reasonable
compromise between agents. In this section, we introduce two different types of
coordination under the answer set semantics.

Definition 3.1. Let P1 and P2 be two programs. A program Q satisfying the
condition AS(Q) = AS(P1) ∪ AS(P2) is called generous coordination of P1 and
P2; a program R satisfying the condition AS(R) = AS(P1) ∩ AS(P2) is called
rigorous coordination of P1 and P2.

Generous coordination retains all of the answer sets of each agent, but ad-
mits the introduction of additional answer sets of the other agent. By contrast,
rigorous coordination forces each agent to give up some answer sets, but the
result remains within the original answer sets for each agent.

Technically, generous coordination requires two programs P1 and P2 to be AS-
combinable, since answer sets of Q are all minimal. Thus, when we consider gen-
erous coordination between two programs, we assume them to be AS-combinable.
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Generous coordination between programs that are not AS-combinable is possible
by making them AS-combinable in advance using the program transformation
presented in Section 2.

Definition 3.2. For two programs P1 and P2, let Q be a result of generous
coordination, and R a result of rigorous coordination. We say that generous (resp.
rigorous) coordination succeeds if AS(Q) �= ∅ (resp. AS(R) �= ∅); otherwise, it
fails.

Generous coordination always succeeds whenever both P1 and P2 are consis-
tent. On the other hand, when AS(P1)∩AS(P2) = ∅, rigorous coordination fails
as two agents have no common belief sets. Note that generous coordination may
produce a collection of answer sets which contradict with one another. But this
does not cause any problem as a collection of answer sets represents (conflicting)
alternative belief sets of each agent.

As we assume consistent programs, the next result holds by the definition.

Proposition 3.1 When generous/rigorous coordination of two programs suc-
ceeds, the result of coordination is consistent.

Coordination changes the consequences of credulous/skeptical reasoning by
each agent.

Proposition 3.2 Let P1 and P2 be two programs.

1. If Q is a result of generous coordination,
(a) crd(Q) = crd(P1) ∪ crd(P2) ;
(b) skp(Q) = skp(P1) ∩ skp(P2) ;
(c) crd(Q) ⊇ crd(Pi) for i = 1, 2 ;
(d) skp(Q) ⊆ skp(Pi) for i = 1, 2.

2. If R is a result of rigorous coordination,
(a) crd(R) ⊆ crd(P1) ∪ crd(P2) ;
(b) skp(R) ⊇ skp(P1) ∪ skp(P2) if AS(R) �= ∅ ;
(c) crd(R) ⊆ crd(Pi) for i = 1, 2 ;
(d) skp(R) ⊇ skp(Pi) for i = 1, 2 if AS(R) �= ∅.

Proof. 1.(a) A literal L is included in an answer set in AS(P1) ∪ AS(P2) iff L
is included in an answer set in AS(P1) or included in an answer set in AS(P2).
(b) L is included in every answer set in AS(P1) ∪ AS(P2) iff L is included in
every answer set in AS(P1) and also included in every answer set in AS(P2).
The results of (c) and (d) hold by (a) and (b), respectively.

2.(a) If L is included in an answer set in AS(P1)∩AS(P2), L is included in an
answer set in AS(Pi) (i = 1, 2). (b) If L is included in every answer set of either
P1 or P2, L is included in every answer set in AS(P1)∩AS(P2) if the intersection
is nonempty. The results of (c) and (d) hold by (a) and (b), respectively. ��
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Example 3.1. Let AS(P1) = {{a, b, c}, {b, c, d}} and AS(P2) = {{b, c, d}, {c, e}},
where crd(P1) = { a, b, c, d }, skp(P1) = { b, c }, crd(P2) = { b, c, d, e }, and
skp(P2) = { c }. Generous coordination Q of P1 and P2 has the answer sets
AS(Q) = {{a, b, c}, {b, c, d}, {c, e}} where crd(Q) = { a, b, c, d, e } and skp(Q) =
{c}. Rigorous coordination R has the answer sets AS(R) = {{b, c, d}} where
crd(R) = skp(R) = { b, c, d }. The above relations are verified for these sets.

Generous coordination merges credulous consequences of P1 and P2, while
restricts skeptical consequences to those that are common between two pro-
grams. As a result, it increases credulous consequences and decreases skeptical
consequences. This reflects the situation that accepting opinions of the other
agent increases alternative choices while weakening the original argument of
each agent. By contrast, rigorous coordination reduces credulous consequences,
but increases skeptical consequences in general. This reflects the situation that
excluding opinions of the other agent costs abandoning some of one’s alternative
beliefs, which results in strengthening some original argument of each agent.

Definition 3.3. For two programs P1 and P2, let Q be a result of generous
coordination, and R a result of rigorous coordination. When AS(Q) = AS(P1)
(resp. AS(R) = AS(P1)), P1 dominates P2 under generous (resp. rigorous) co-
ordination.

Proposition 3.3 Let P1 and P2 be two programs. When AS(P1) ⊆ AS(P2), P2

dominates P1 under generous coordination, and P1 dominates P2 under rigorous
coordination.

When P2 dominates P1 under generous coordination, we can easily have a
result of generous coordination as Q = P2. Similarly, when P1 dominates P2

under rigorous coordination, a result of rigorous coordination becomes R = P1.
In cases where one agent dominates the other one, or when coordination fails,

the results of coordination are trivial and uninteresting. Then, the problem of
interest is the cases where AS(P1) �⊆ AS(P2) and AS(P2) �⊆ AS(P1) for com-
puting generous/rigorous coordination; and AS(P1)∩AS(P2) �= ∅ for computing
rigorous coordination. In the next section, we present methods for computing
these two coordination.

4 Computing Coordination

4.1 Computing Generous Coordination

We first present a method of computing generous coordination between two
programs.

Definition 4.1. Given two programs P1 and P2,

P1 ⊕ P2 = {head(r1) ; head(r2) ← body∗(r1), body∗(r2) | r1 ∈ P1, r2 ∈ P2 } ,
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where head(r1) ; head(r2) is the disjunction of head(r1) and head(r2),
body∗(r1) = body(r1) \ {notL | L ∈ T \ S } and body∗(r2) = body(r2) \ {notL |
L ∈ S \ T } for any S ∈ AS(P1) and T ∈ AS(P2).

The program P1⊕P2 is a collection of rules which are obtained by combining
a rule of P1 and a rule of P2 in every possible way. In body∗(r1) every NAF-literal
notL such that L ∈ T \ S is dropped because the existence of this may prevent
the derivation of some literal in head(r2) after combination.

Example 4.1. Consider two programs:

P1 : p ← not q,

q ← not p,

P2 : ¬p ← not p,

where AS(P1) = {{p}, {q}} and AS(P2) = {{¬p}}. Then, P1 ⊕ P2 becomes

p ; ¬p ← not q,

q ; ¬p ← not p.

Note that not p from the rule of P2 is dropped in the resulting rules because of
the existence of {p} in AS(P1).

By the definition, P1⊕P2 is computed in time |P1|×|P2|×|AS(P1)|×|AS(P2)|,
where |P | represents the number of rules in P and |AS(P )| represents the number
of answer sets in P .

The program P1 ⊕ P2 generally contains useless or redundant literals/rules,
and the following program transformations are helpful to simplify the program.

– (elimination of tautologies: TAUT)
Delete a rule r from a program if head(r) ∩ body+(r) �= ∅.

– (elimination of contradictions: CONTRA)
Delete a rule r from a program if body+(r) ∩ body−(r) �= ∅.

– (elimination of non-minimal rules: NONMIN)
Delete a rule r from a program if there is another rule r′ in the program such
that head(r′) ⊆ head(r), body+(r′) ⊆ body+(r) and body−(r′) ⊆ body−(r).

– (merging duplicated literals: DUPL)
A disjunction (L;L) appearing in head(r) is merged into L, and a conjunc-
tion (L,L) or (notL, notL) appearing in body(r) is merged into L or notL,
respectively.

These program transformations all preserve the answer sets of an EDP [3].

Example 4.2. Given two programs:

P1 : p ← q,

r ←,

P2 : p ← not q,

q ← r,
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P1 ⊕ P2 becomes

p ; p ← q, not q,

p ; q ← q, r,

p ; r ← not q,

r ; q ← r.

The first rule is deleted by CONTRA, the second rule and the fourth rule are
deleted by TAUT. After such elimination, the resulting program contains the
third rule only.

Now we show that P1 ⊕ P2 realizes generous coordination of P1 and P2.

Lemma 4.1 Let P1 and P2 be two NAF-free AS-combinable programs. Then, S
is an answer set of P1 ⊕ P2 iff S is an answer set of either P1 or P2.

Proof. Suppose that S is an answer set of P1. Then, S satisfies any rule
head(r1) ← body(r1) in P1, thereby satisfies any rule head(r1);head(r2) ←
body(r1), body(r2) in P1 ⊕ P2. (Note: body∗(ri) = body(ri) for NAF-free pro-
grams.) To see that S is an answer set of P1⊕P2, suppose that there is a minimal
set T ⊂ S which satisfies every rule in P1 ⊕ P2. Since S is an answer set of P1,
there is a rule r′1 in P1 which is not satisfied by T . For this rule, T �|= head(r′1) and
T |= body(r′1) hold. Then, for any rule head(r′1);head(r2) ← body(r′1), body(r2)
in P1 ⊕ P2, T |= head(r2) or T �|= body(r2). Since every rule in P2 is combined
with r′1, it holds that T |= head(r2) or T �|= body(r2) for every r2 in P2. Then, T
satisfies P2. As P2 is consistent, it has an answer set T ′ ⊆ T . This contradicts
the assumption that P1 and P2 are AS-combinable, i.e., T ′ �⊂ S. Hence, S is an
answer set of P1 ⊕ P2. The case that S is an answer set of P2 is proved in the
same manner.

Conversely, suppose that S is an answer set of P1 ⊕ P2. Then, S satis-
fies any rule head(r1);head(r2) ← body(r1), body(r2) in P1 ⊕ P2. Then S |=
body(r1), body(r2) implies S |= head(r1);head(r2). If S �|= head(r1) for some rule
r1 ∈ P1, S |= head(r2) for any r2 ∈ P2. Then, S |= body(r2) implies S |= head(r2)
for any r2 ∈ P2, so that S satisfies every rule in P2. Else if S �|= head(r2) for
some rule r2 ∈ P2, S |= head(r1) for any r1 ∈ P1. Then, S |= body(r1) im-
plies S |= head(r1) for any r1 ∈ P1, so that S satisfies every rule in P1. Else if
S |= head(r1) for every r1 ∈ P1 and S |= head(r2) for every r2 ∈ P2, S satisfies
both P1 and P2. Thus, in every case S satisfies either P1 or P2. Suppose that S
satisfies P1 but it is not an answer set of P1. Then, there is an answer set T of
P1 such that T ⊂ S. By the if-part, T becomes an answer set of P1 ⊕ P2. This
contradicts the assumption that S is an answer set of P1 ⊕P2. Similar argument
is applied when S satisfies P2. ��

Theorem 4.2. Let P1 and P2 be two AS-combinable programs. Then, AS(P1 ⊕
P2) = AS(P1) ∪ AS(P2).
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Proof. Suppose S ∈ AS(P1). Then, S is an answer set of PS
1 , so that S is an

answer set of PS
1 ⊕PT

2 for any T ∈ AS(P2) (Lemma 4.1). (Note: as P1 and P2 are
AS-combinable, the reducts PS

1 and PT
2 are also AS-combinable.) For any rule

head(r1);head(r2) ← body+(r1), body+(r2) in PS
1 ⊕PT

2 , it holds that body−(r1)∩
S = body−(r2) ∩ T = ∅. On the other hand, for any rule head(r1);head(r2) ←
body∗(r1), body∗(r2) in P1 ⊕ P2, head(r1);head(r2) ← body+(r1), body+(r2) is in
(P1 ⊕ P2)

S iff (body−(r1) \ {L | L ∈ T \ S′ }) ∩ S = ∅ and (body−(r2) \ {L |
L ∈ S′ \ T }) ∩ S = ∅ for any S′ ∈ AS(P1) and T ∈ AS(P2). Here it holds that
(body−(r1) \ {L | L ∈ T \ S′ })∩ S ⊆ body−(r1)∩ S and (body−(r2) \ {L | L ∈
S′ \T })∩S ⊆ body−(r2)∩T ∩S ⊆ body−(r2)∩T . Hence, PS

1 ⊕PT
2 ⊆ (P1⊕P2)

S .
Suppose any rule head(r1);head(r2) ← body+(r1), body+(r2) in (P1 ⊕ P2)

S \
(PS

1 ⊕PT
2 ). Since S satisfies any rule r1 in P1, S |= body+(r1), body+(r2) implies

S |= head(r1);head(r2). Thus, the answer set S of PS
1 ⊕ PT

2 satisfies every rule
in (P1 ⊕P2)

S \ (PS
1 ⊕PT

2 ). By PS
1 ⊕PT

2 ⊆ (P1 ⊕P2)
S , S becomes an answer set

of (P1 ⊕ P2)
S and S ∈ AS(P1 ⊕ P2). The case of S ∈ AS(P2) is proved in the

same manner.
Conversely, suppose S ∈ AS(P1 ⊕ P2). Then, S satisfies any rule

head(r1);head(r2) ← body∗(r1), body∗(r2) in P1⊕P2, so S |= body∗(r1), body∗(r2)
implies S |= head(r1);head(r2). If S �|= head(r1) for some rule r1 ∈ P1, S |=
head(r2) for any r2 ∈ P2. Then, S |= body∗(r2) implies S |= head(r2) for any
r2 ∈ P2, so S |= head(r2) or S �|= body∗(r2). As S �|= body∗(r2) implies S �|=
body(r2), it holds that S |= head(r2) or S �|= body(r2) for any r2 ∈ P . Hence, S
satisfies every rule in P2. Else if S �|= head(r2) for some rule r2 ∈ P2, it is shown
in a similar manner that S satisfies every rule in P1. Else if S |= head(r1) for
every r1 ∈ P1 and S |= head(r2) for every r2 ∈ P2, S satisfies both P1 and P2.
Thus, in every case S satisfies either P1 or P2. Suppose that S satisfies P1 but
it is not an answer set of P1. Then, there is an answer set T of P1 such that
T ⊂ S. By the if-part, T becomes an answer set of P1 ⊕ P2. This contradicts
the assumption that S is an answer set of P1 ⊕ P2. Similar argument is applied
when S satisfies P2. ��
Example 4.3. In Example 4.1, AS(P1⊕P2) = {{p}, {q}, {¬p}}, thereby AS(P1⊕
P2) = AS(P1) ∪ AS(P2).

4.2 Computing Rigorous Coordination

Next we present a method of computing rigorous coordination between two pro-
grams.

Definition 4.2. Given two programs P1 and P2,

P1 ⊗ P2 =
⋃

S∈AS(P1)∩AS(P2)

R(P1, S) ∪ R(P2, S),

where AS(P1) ∩ AS(P2) �= ∅ and

R(P, S) = {head(r) ∩ S ← body(r), not (head(r) \ S) | r ∈ P and rS ∈ PS }
and not (head(r) \ S) = {notL | L ∈ head(r) \ S }.
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When AS(P1) ∩ AS(P2) = ∅, P1 ⊗ P2 is undefined.1

Intuitively, the program P1⊗P2 is a collection of rules which may be used for
constructing answer sets that are common between P1 and P2. In R(P, S) any
literal in head(r) which does not contribute to the construction of the answer
set S is shifted to the body as NAF-literals. P1 ⊗ P2 may contain redundant
rules, which are eliminated using program transformations given in the previous
subsection.

Example 4.4. Consider two programs:

P1 : p ← not q, not r,

q ← not p, not r,

r ← not p, not q,

P2 : p ; q ; ¬r ← not r,

where AS(P1) = {{p}, {q}, {r}}, AS(P2) = {{p}, {q}, {¬r}}, and AS(P1) ∩
AS(P2) = {{p}, {q}}. Then, P1 ⊗ P2 becomes

p ← not q, not r,

q ← not p, not r,

p ← not r, not q, not¬r,

q ← not r, not p, not¬r.

Here, the third and the fourth rules can be eliminated by NONMIN.

By the definition, P1 ⊗ P2 is computed in time (|P1| + |P2|) × |AS(P1) ∩
AS(P2)| where |AS(P1) ∩ AS(P2)| represents the number of answer sets in
AS(P1) ∩ AS(P2).

P1 ⊗ P2 realizes rigorous coordination of P1 and P2.

Lemma 4.3 Let P be a program. Then, S is an answer set of P iff S is an
answer set of R(P, S).

Proof. S is an answer set of P iff S is an answer set of PS

iff S is a minimal set such that body+(r) ⊆ S implies head(r) ∩ S �= ∅ for
every rule head(r) ← body+(r) in PS (∗). By the definition of R(P, S), the rule
head(r) ← body+(r) is in PS iff the corresponding rule head(r)∩ S ← body+(r)
is in R(P, S)S (because body−(r) ∩ S = ∅ and (head(r) \ S) ∩ S = ∅). Hence,
the statement (∗) holds iff S is a minimal set such that body+(r) ⊆ S implies
head(r) ∩ S �= ∅ for every rule head(r) ∩ S ← body+(r) in R(P, S)S

iff S is a minimal set which satisfies every rule head(r) ∩ S ← body+(r) in
R(P, S)S

iff S is an answer set of R(P, S). ��

1 Technically, P1 ⊗ P2 is set as { p ← not p } for any atom p.
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Theorem 4.4. Let P1 and P2 be two programs. Then, AS(P1⊗P2) = AS(P1)∩
AS(P2).

Proof. Suppose S ∈ AS(P1) ∩ AS(P2). Then, S satisfies any rule head(r) ←
body(r) in P1 and P2, so that S satisfies the corresponding rules head(r) ∩ T ←
body(r), not (head(r) \T ) in R(P1, T )∪R(P2, T ) for any T ∈ AS(P1)∩AS(P2).
Thus, S satisfies P1 ⊗P2. Suppose that S is not an answer set of P1 ⊗P2. Then,
there is a minimal set U ⊂ S which satisfies every rule in P1 ⊗ P2. In this case,
U satisfies R(P1, S). By Lemma 4.3, however, S is a minimal set which satisfies
R(P1, S). Contradiction. Hence, S is an answer set of P1 ⊗ P2.

Conversely, suppose S ∈ AS(P1⊗P2). Then, S is a minimal set which satisfies
every rule head(r) ∩ T ← body(r), not (head(r) \ T ) in R(P1, T ) ∪ R(P2, T ) for
any T ∈ AS(P1)∩AS(P2). By Lemma 4.3, T is also a minimal set which satisfies
both R(P1, T ) and R(P2, T ), so that there is a literal L ∈ S \ T and a literal
M ∈ T \ S. However, any rule in R(P1, T )∪R(P2, T ) has the head head(r)∩ T ,
so that no literal L ∈ S \ T is included in the head. Thus, L is not included in
the answer set S, thereby S \ T = ∅. As both T and S are minimal, T \ S = ∅.
Hence, T = S and S ∈ AS(P1) ∩ AS(P2). ��

Example 4.5. In Example 4.4, AS(P1⊗P2) = {{p}, {q}}, thereby AS(P1⊗P2) =
AS(P1) ∩ AS(P2).

4.3 Algebraic Properties

In this subsection, we provide properties of the operations ⊕ and ⊗.

Proposition 4.5 For programs P1, P2, and P3, the operations ⊕ and ⊗ have
the following properties:

(i) P1 ⊕ P2 = P2 ⊕ P1 and P1 ⊗ P2 = P2 ⊗ P1;
(ii) (P1 ⊕ P2)⊕ P3 = P1 ⊕ (P2 ⊕ P3) if P1, P2 and P3 are NAF-free;
(iii) (P1 ⊗ P2)⊗ P3 = P1 ⊗ (P2 ⊗ P3).

Proof. The results of (i) and (ii) are straightforward. To see (iii), AS(P1 ⊗
P2) = AS(P1) ∩ AS(P2) holds by Theorem 4.4. Then, both (P1 ⊗ P2) ⊗ P3

and P1 ⊗ (P2 ⊗ P3) consist of rules in R(P1, S) ∪ R(P2, S) ∪ R(P3, S) for every
S ∈ AS(P1) ∩ AS(P2) ∩ AS(P3). ��

The operation ⊕ is not associative in general when programs contain NAF,
but it holds the relation AS((P1 ⊕ P2) ⊕ P3) = AS(P1 ⊕ (P2 ⊕ P3)). ⊕ is also
idempotent, P ⊕P = P if NONMIN and DUPL are applied to P ⊕P and P . ⊗ is
not idempotent but the relation AS(P ⊗ P ) = AS(P ) holds. By the definition,
P ⊗ P has the effect of extracting rules used for constructing answer sets of P .

By Proposition 4.5, when rigorous coordination are done among more than
two agents, the order of computing coordination does not affect the result of
final outcome. This is also the case for generous coordination when programs
are NAF-free.
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Two types of coordination are mixed among agents. In this case, the absorp-
tion laws and the distribution laws do not hold in general, i.e.,

P1 ⊕ (P1 ⊗ P2) �= P1 and P1 ⊗ (P1 ⊕ P2) �= P1;

P1 ⊕ (P2 ⊗ P3) �= (P1 ⊕ P2)⊗ (P1 ⊕ P3) and

P1 ⊗ (P2 ⊕ P3) �= (P1 ⊗ P2)⊕ (P1 ⊗ P3),

Note that programs are generally different, but the following relations hold
by the definitions:

AS(P1 ⊕ (P1 ⊗ P2)) = AS(P1 ⊗ (P1 ⊕ P2)) = AS(P1),

AS(P1 ⊕ (P2 ⊗ P3)) = AS((P1 ⊕ P2)⊗ (P1 ⊕ P3)),

AS(P1 ⊗ (P2 ⊕ P3)) = AS((P1 ⊗ P2)⊕ (P1 ⊗ P3)).

5 Discussion

When a set of answer sets is given, it is not difficult to construct a program
which has exactly those answer sets. Given a set of answer sets {S1, . . . , Sm},
first compute the disjunctive normal form: S1 ∨ · · · ∨ Sm, then convert it into
the conjunctive normal form: R1 ∧ · · · ∧ Rn. The set of facts {R1, . . . , Rn} then
has the answer sets {S1, . . . , Sm}. This technique is also used for computing
coordination between programs. For instance, suppose two programs:

P1 : sweet ← strawberry,

strawberry ←,

P2 : red ← strawberry,

strawberry ←,

where AS(P1) = {{sweet, strawberry}} and AS(P2) = {{red, strawberry}}.
To get generous coordination which has the answer sets AS(P1) ∪ AS(P2),

taking the DNF of each answer set produces

(sweet ∧ strawberry) ∨ (red ∧ strawberry).

Converting it into the CNF, it becomes

(sweet ∨ red) ∧ strawberry.

As a result, the set of facts

Q : sweet ; red ←,

strawberry ←

is a program which is generous coordination of P1 and P2. On the other hand,
the program P1 ⊕ P2 becomes
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sweet ; red ← strawberry,

strawberry ←,

after eliminating duplicated literals and redundant rules.
These two programs have the same meaning but have different syntax. Then,

a question is which one is more preferable as a result of coordination? Our answer
is P1 ⊕ P2. The intuition behind this selection is that we would like to include
as much information as possible from the original programs. Comparing Q with
P1 ⊕ P2, information of dependency between sweet (or red) and strawberry is
lost in Q.2 Generally speaking, if there exist different candidates for coordination
between two programs, a program which is syntactically closer to the original
ones is preferred. Then, a question is how to measure such “syntactical closeness”
between programs? One solution we have in mind is, as illustrated above, using
dependency relations between literals. We prefer a result of coordination which
inherits dependency relations from the original programs as much as possible.

More precisely, suppose the dependency graph of a program P in which each
node represents a ground literal and there is a directed edge from L1 to L2 (we
say L1 depends on L2) iff there is a ground rule in P such that L1 appears in the
head and L2 appears in the body of the rule. Let (L1, L2) be a pair of ground
literals such that L1 depends on L2 in the dependency graph of a program.
Let δ(P ) be the collection of such pairs in P . For two programs P1 and P2,
suppose that two different programs P3 and P4 are obtained as candidates for
coordination. Then, we say that P3 is preferable to P4 if

Δ(δ(P3), δ(P1) ∪ δ(P2)) ⊂ Δ(δ(P4), δ(P1) ∪ δ(P2)),

where Δ(S, T ) represents the symmetric difference between two sets S and T , i.e.,
(S\T ) ∪ (T \S). Applying to the above example, δ(P1) = {(sweet, strawberry)},
δ(P2) = {(red, strawberry)}, δ(Q) = ∅, and δ(P1⊕P2) = {(sweet, strawberry),
(red, strawberry)}. Then, Δ(δ(P1⊕P2), δ(P1)∪δ(P2)) ⊂ Δ(δ(Q), δ(P1)∪δ(P2)),
so we conclude that P1 ⊕ P2 is preferable to Q. Further elaboration would be
considered to reflect syntactical closeness, but we do not pursue this issue further
here.

Coordination supposes that different programs have equal standings and com-
bines those programs while maximally keeping original information from them.
The problem of combining logical theories has been studied by several researchers
in different contexts. Baral et al. [1] introduce algorithms for combining logic pro-
grams by enforcing satisfaction of integrity constraints. For instance, suppose two
programs:

P1 : p(x) ← not q(x),

q(b) ← r(b),

q(a) ←,

P2 : r(a) ←,

2 Technically, the program Q is obtained by unfolding rules in P1 ⊕ P2 [3, 11].
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together with the integrity constraints:

IC : ← p(a), r(a),

← q(a), r(a).

They combine P1 and P2 and produce a new program which satisfies IC as
follows:

P3 : p(x) ← not q(x), x �= a,

q(b) ← r(b),

q(a) ∨ r(a) ← .

By contrast, (P1 ∪ IC)⊕ P2 in our framework becomes3

p(x) ; r(a) ← not q(x),

q(b) ; r(a) ← r(b),

q(a) ; r(a) ←,

after eliminating tautologies. Comparing two results, the program P3 has two
answer sets {p(b), q(a)} and {p(b), r(a)}; by contrast, (P1 ∪ IC) ⊕ P2 has two
answer sets: {p(b), q(a)} and {r(a)}. Thus, the answer sets of P3 do not coincide
with those of the original programs. Indeed, they request that every answer set
of a resulting program to be a subset of an answer set of P1 ∪ P2. This is in
contrast to our approach where we request the result of coordination to keep
(part of) the answer sets of the original programs. Another important difference
is that algorithms in [1] are not applicable to unstratified logic programs, while
our method is applied to every extended disjunctive program.

The problem of program composition has been studied by several researchers
(e.g., [4, 6, 12]). It combines different programs into one. The problem is then
how to provide the meaning of a program in terms of those components. Brogi
et al. [4] introduce three meta-level operations for composing normal logic pro-
grams: union, intersection, and restriction. The union simply puts two programs
together, and the intersection combines two programs by merging pair of rules
with unifiable heads. For instance, given two programs:

P1 : likes(x, y) ← not bitter(y),

hates(x, y) ← sour(y);

P2 : likes(Bob, y) ← sour(y),

the program P1 ∩ P2 consists of the single rule:

likes(Bob, y) ← not bitter(y), sour(y).

The restriction allows one to filter out some rules from a program. They em-
ploy Fitting’s 3-valued fixpoint semantics and show how one can compute the

3 Here IC is included in P1 as we handle integrity constraints as a part of a program.
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semantics of the composed program in terms of the original programs. In the
context of normal open logic programs, Verbaeten et al. [12] introduce a variant
of the well-founded semantics, and identify conditions for two programs P1 and
P2 to satisfy the equality Mod(P1∪P2) = Mod(P1)∩Mod(P2) where Mod(P ) is
the set of models of P . Etalle and Teusink [6] consider three-valued completion
semantics for program composition as the union of normal open programs. Com-
paring these three studies with ours, both program operations and underlying
semantics are different from ours. Moreover, the goal of program composition is
to compute the meaning of the whole program in terms of its subprograms; on
the other hand, our goal is to construct a program whose answer sets are the
union/intersection of the original programs.

Combination of propositional theories has been studied under the names of
merging [8] or arbitration [9]. The goal of these research is to provide a new
theory which is consistent and preserves as much information as possible from
their sources. Merging is different from coordination presented in this paper.
For instance, two theories P1 = { p ←} and P2 = { q ←} are merged into
P3 = { p ← , q ←}. By contrast, generous coordination of P1 and P2 becomes
P1 ⊕ P2 = { p ; q ←}. Thus, in contrast to generous coordination, merging does
not preserve answer sets of the original programs. In merging different beliefs by
different agents are mixed together as far as they are consistent, which makes it
difficult to distinguish the original beliefs of one agent after merging. This implies
the problem that original beliefs of one agent are hard to recover when one of
the information sources turns out incorrect. For instance, suppose an agent has
the program P4 = { p ; q ←} and new information P1 = { p ←} arrives. If P4

and P1 are merged, the result becomes P5 = { p ←}. Later, it turns out that the
fact p in P1 does not hold. At this stage, the agent cannot recover the original
program P4 from P5. By contrast, if generous coordination is done, it becomes
P4 ⊕ P1 = P4 and the original information P4 is kept.

Ciampolini et al. [5] introduce a language for coordinating logic-based agents.
They handle two types of coordination: collaboration and competition. Their
goal is to solve these different types of queries using abduction, and not to con-
struct a program as a result of coordination. Recently, Meyer et al. [10] introduce
a logical framework for negotiating agents. They introduce two different modes
of negotiation: concession and adaptation. They characterize such negotiation
by rational postulates and provide methods for constructing outcomes. Those
postulates are not generally applied to nonmonotonic theories, and in this sense
coordination considered in this paper is beside the subject of those postulates.

Coordination introduced in this paper is naive in the sense that it just takes
the union/intersection of different collections of answer sets. We can develop
variants of coordination by introducing strategies that depend on situations.
For instance, when there are more than two agents, it is considered to take
the majority into account as in [8]. Given collections of answer sets by three
agents, {S1, S2, S3 }, {S2, S4 }, and {S1, S5 }, such majority principle allows us
to build {S1, S2 } as a result of coordination, whose member is supported by
more than one agent. Priorities between agents are also considerable. In the
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above example, if the second agent is most reliable, we can have a choice to take
S4 into account. We can also consider finer grains of compositions such as having
S1 ∪ S2 or S1 ∩ S2 as a result of coordination from two answer sets S1 and S2

(where S1 ∪S2 is assumed consistent). Detailed studies on such variants are left
to further research.

6 Concluding Remarks

This paper has studied coordination between logical agents. Given multiple
agents as logic programs, two different types of coordination have been intro-
duced and their computational methods have been provided. We have verified
that the proposed methods realize generous/rigorous coordination between logic
programs. Our coordination framework provides a compositional semantics of
multiple agents and serves as a declarative basis for accommodation in multi-
agent systems. From the viewpoint of answer set programming, the process of
computing coordination is considered as a program development under a specifi-
cation that requests a program reflecting the meanings of two or more programs.
This relates to the issue of program composition under the answer set seman-
tics. This paper considered the answer set semantics but a similar framework
would be developed under different semantics (though computational methods
are likely to be different).

There is still room for improvement in computing generous/rigorous coordi-
nation. The operations ⊕ and ⊗ introduced in this paper require computation
of answer sets of original programs, but it is much better if coordination can be
constructed by purely syntactic manipulation without computing those answer
sets. Further, the operation ⊕ produces a disjunctive program even when the
original programs are non-disjunctive programs. The resulting disjunctive pro-
gram is reduced to a non-disjunctive one if it is head-cycle-free, but this is not
the case in general. At the moment, we do not have solutions for these problems.
In future work, we will refine our framework and also investigate other types
of coordination and collaboration as well as their characterization in terms of
computational logic.
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Abstract. In this paper we propose a formal specification of a persuasion 
protocol between autonomous agents using an approach based on social 
commitments and arguments. In order to be flexible, this protocol is defined as 
a combination of a set of conversation policies. These policies are formalized as 
a set of dialogue games. The protocol is specified using two types of dialogue 
games: entry dialogue game and chaining dialogue games. The protocol 
terminates when exit conditions are satisfied. Using a tableau method, we prove 
that this protocol always terminates. The paper addresses also the 
implementation issues of our protocol using logical programming and an agent-
oriented platform. 

1   Introduction 

Research in agent communication has received much attention during the past years 
[9; 13; 14]. Agent communication protocols specify the rules of interaction governing 
a dialogue between autonomous agents in a multi-agent system. These protocols are 
patterns of behavior that restrict the range of allowed follow-up utterances at any 
stage during a dialogue. Unlike protocols used in distributed systems, agent 
communication protocols must take into account the fact that artificial agents are 
autonomous and proactive. These protocols must be flexible enough and must also be 
specified using expressive formalisms. Indeed, logic-based protocols seem an 
interesting way for specifying these protocols [3; 16].  

On the one hand, conversation policies [18] and dialogue games [12; 21] aim at 
offering more flexible protocols [20]. This is achieved by combining different policies 
and games to construct complete and more complex protocols. In this paper we argue 
that conversation policies and dialogue games are related and can be used together to 
specify agent communication. Conversation policies are declarative specifications that 
govern communication between autonomous agents. We propose to formalize these 
policies as a set of dialogue games. Dialogue games are interactions between players, 
in which each player moves by performing utterances according to a pre-defined set 
of roles. Indeed, protocols specified using, for example, finite state machines are not 
flexible in the sense that agents must respect the whole protocol from the beginning to 
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the end. Thus, we propose to specify these protocols by small conversation policies 
that can be logically put together using a combination of dialogue games.  

On the other hand, in the last years, some research works addressed the importance 
of social commitments in the domain of agent communication [4; 5; 11; 20; 24; 27]. 
These works showed that social commitments are a powerful representation to model 
multi-agent interactions. Commitments provide a basis for a normative framework 
that makes it possible to model agents’ communicative behaviors. This framework 
has the advantage of being expressive because all speech act types can be represented 
by commitments [11]. Commitment-based protocols enable the content of agent 
interactions to be represented and reasoned about [17; 28]. In opposition to the BDI 
mental approach, the commitment-approach stresses the importance of conventions 
and the public aspects of dialogue. A speaker is committed to a statement when he 
makes this statement or when he agreed upon this statement made by another 
participant. In fact, we do not speak here about the expression of a belief, but rather 
about a particular relationship between a participant and a statement. What is 
important in this approach is not that an agent agrees or disagrees upon a statement, 
but rather the fact that the agent publicly expresses agreement or disagreement, and 
acts accordingly.   

In this paper we present a persuasion dialogue which is specified using 
conversation policies, dialogue games and a framework based on commitments. In 
addition, in order to allow agents to effectively reason on their communicative 
actions, our framework is also based on an argumentative approach. In our framework 
the agent’s reasoning capabilities are linked to their ability to argue. In this paper we 
consider conversation policies as units specified by dialogue games whose moves are 
expressed in terms of actions that agents apply to commitments and arguments.
Indeed, the paper presents three results: 1- A new formal language for specifying a 
persuasion dialogue as a combination of conversation policies. 2- A termination proof 
of the dialogue based on a tableau method [10]. 3- An implementation of the 
specification using an agent oriented and logical programming. 

The paper is organized as follows. In Section 2, we introduce the main ideas of our 
approach based on commitments and arguments. In Section 3 we address the 
specification of our persuasion protocol based on this approach. We present the 
protocol form, the specification of each dialogue game and the protocol dynamics. 
We also present our termination proof. In Section 4 we describe the implementation 
of a prototype allowing us to illustrate how the specification of dialogue games is 
implemented. In Section 5 we compare our protocol to related work. Finally, in 
Section 6 we draw some conclusions and we identify some directions for future work. 

2   Commitment and Argument Approach  

2.1   Social Commitments 

A social commitment SC is a public commitment made by an agent (the debtor), that 
some fact is true or that something will be done. This commitment is directed toward 
a set of agents (creditors) [8]. A commitment is an obligation in the sense that the 
debtor must respect and behave in accordance with this commitment. A representation 
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of this notion as directed obligations using a deontic logic is proposed in [19]. 
Commitments are social in the sense that they are expressed publicly. Consequently, 
they are different from the private mental states like beliefs, desires and intentions. In 
order to model the dynamics of conversations, we interpret a speech act SA as an 
action performed on a commitment or on its content [4]. A speech act is an abstract 
act that an agent, the speaker, performs when producing an utterance U and 
addressing it to another agent, the addressee. In the dialogue games that we specify in 
Section 3, the actions that an agent can perform on a commitment are: Act∈{Create,
Withdraw}. The actions that an agent can perform on a commitment content are: Act-
content∈{Accept, Refuse, Challenge, Defend, Attack, Justify}. In our framework, a 
speech act is interpreted either as an action applied to a commitment when the speaker 
is the debtor, or as an action applied to its content when the speaker is the debtor or 
the creditor [4]. Formally, a speech act can be defined as follows:  

Definition 1. SA(Ag1, Ag2, U) =def  Act(Ag1, SC(Ag1, Ag2, p))
     | Act-content(Agk, SC(Agi, Agj, p))

where i, j ∈ {1, 2} and (k = i or k = j), p is the commitment content. The definiendum 
SA(Ag1, Ag2, U) is defined by the definiens Act(Ag1, SC(Ag1, Ag2, p)) as an action 
performed by the debtor Ag1 on its commitment. The definiendum is defined by the 
definiens Act-content(Agk, SC(Agi, Agj, p)) as an action performed by an agent Agk

(the debtor or the creditor) on the commitment content.  

2.2   Argumentation and Social Commitments 

An argumentation system essentially includes a logical language L, a definition of the 
argument concept, and a definition of the attack relation between arguments. Several 
definitions were also proposed to define arguments. In our model, we adopt the 
following definitions from [15]. Here Γ indicates a knowledge base with deductive 
closure.  Stands for classical inference and ≡ for logical equivalence. 

Definition 2. An argument is a pair (H, h) where h is a formula of L and H a sub-set 
of Γ such that : i) H is consistent, ii) H  h and iii) H is minimal, so no subset of H 
satisfying both i and ii exists. H is called the support of the argument and h its 
conclusion. We use the notation: H = Support(Ag, h) to indicate that agent Ag has a 
support H for h. 

Definition 3. Let (H1, h1), (H2, h2) be two arguments. (H1, h1) attacks (H2, h2) iff h1

≡ ¬h2.

In fact, before committing to some fact h being true (i.e. before creating a 
commitment whose content is h), the speaker agent must use its argumentation system 
to build an argument (H, h). On the other side, the addressee agent must use its own 
argumentation system to select the answer it will give (i.e. to decide about the 
appropriate manipulation of the content of an existing commitment). For example, an 
agent Ag1 accepts the commitment content h proposed by another agent if Ag1 has an 
argument for h. If Ag1 has an argument neither for h, nor for ¬h, then it challenges h.
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In our framework, we distinguish between arguments that an agent has (private 
arguments) and arguments that this agent used in its conversation (public arguments). 
Thus, we use the notation: S = Create_Support(Ag1, SC(Ag1, Ag2, p)) to indicate the 
set of commitments S created by agent Ag1 to support the content of SC(Ag1, Ag2, p). 
This support relation is transitive i.e.:  
(SC(Ag1, Ag2, p2) ∈ Create_Support(Ag, SC(Ag1, Ag2, p1))
∧ SC(Ag1, Ag2, p1) ∈ Create_Support(Ag, SC(Ag1, Ag2, p0)))
  SC(Ag1, Ag2, p2) ∈ Create_Support(Ag, SC(Ag1, Ag2, p0))

Other details about our commitment and argument approach are described in [4]. 
Surely, an argumentation system is essential to help agents to act on commitments 
and on their contents. However, reasoning on other social attitudes should be taken 
into account in order to explain the agents’ decisions. In our persuasion protocol we 
use the agents’ trustworthiness to decide, in some cases, about the acceptance of 
arguments [6]. 

3   Conversation Policies for Persuasion Dialogue 

3.1   Protocol Form 

Our persuasion protocol is specified as a set of conversation policies. In order to be 
flexible, these policies are defined as initiative/reactive dialogue games. In 
accordance with our approach, the game moves are considered as actions that agents 
apply to commitments and to their contents. A dialogue game is specified as follows: 

This specification indicates that if an agent Ag1 performs the action Action_Ag1,
and that the condition Cond is satisfied, then the interlocutor Ag2 will perform the 
action Action_Ag2. The condition Cond is expressed in terms of the possibility of 
generating an argument from the agent’s argumentation system and in terms of the 
interlocutor’s trustworthiness. We use the notation: p Arg_Sys(Ag1) to denote the fact 
that a propositional formula p can be generated from the argumentation system of Ag1

denoted Arg_Sys(Ag1). The formula ¬(p Arg_Sys(Ag1)) indicates the fact that p
cannot be generated from Ag1’s argumentation system. A propositional formula p can 
be generated from an agent’s argumentation system, if this agent can find an 
argument that supports p. To simplify the formalism, we use the notation Act’(Agx,
SC(Agi, Agj, p)) to indicate the action that agent Agx performs on the commitment 
SC(Agi, Agj, p) or on its content (Act’∈{Create, Withdraw, Accept, Challenge,
Refuse}). For the actions related to the argumentation relations, we write Act-Arg(Agx,
[SC(Agn, Agm, q)], SC(Agi, Agj, p)). This notation indicates that Agx defends (resp. 
attacks or justifies) the content of SC(Agi, Agj, p) by the content of SC(Agn, Agm, q)
(Act-Arg∈{Defend, Attack, Justify}). The commitment that is written between square 
brackets [ ] is the support of the argument. In a general way, we use the notation
Act’(Agx, S) to indicate the action that Agx performs on the set of commitments S or on 
the contents of these commitments, and the notation Act-Arg(Agx, [S], SC(Agi, Agj, p))

Action_Ag1 Action_Ag2
Cond 



182 J. Bentahar et al. 

to indicate the argumentation-related action that Agx performs on the content of 
SC(Agi, Agj, p) using the contents of S as support. We also introduce the notation Act-
Arg(Agx, [S], S’) to indicate that Agx performs an argumentation-related action on the 
contents of a set of commitments S’ using the contents of S as supports. 

We distinguish two types of dialogue games: entry game and chaining games. The 
entry game allows the two agents to open the persuasion dialogue. The chaining 
games make it possible to construct the conversation. The protocol terminates when 
the exit conditions are satisfied (Figure 1). 

Fig. 1. The general form of the protocol 

3.2   Dialogue Games Specification 

A   Entry Game 
The conversational policy that describes the entry conditions in our persuasion 
protocol about a propositional formula p is described by the entry dialogue game as 
follows (Specification 1): 

where a1, b1 and c1 are three conditions specified as follows: 
a1 = p Arg_Sys(Ag2)
b1 = ¬(p Arg_Sys(Ag2)) ∧ ¬(¬p Arg_Sys(Ag1))
c1 = ¬p Arg_Sys(Ag2)

If Ag2 has an argument for p then it accepts p (the content of SC(Ag1, Ag2, p)) and 
the conversation terminates as soon as it begins (Condition a1). If Ag2 has neither an 
argument for p nor for ¬p, then it challenges p and the two agents open an 
information-seeking dialogue (condition b1). The persuasion dialogue starts when Ag2

refuses p because it has an argument against p (condition c1). 

B   Defense Game 
Once the two agents opened a persuasion dialogue, the initiator must defend its point 
of view. Thus, it must play a defense game. Our protocol is specified in such a way 
that the persuasion dynamics starts by playing a defense game. We have 
(Specification 2): 

Chaining games Entry game Exit conditions (Termination) 

 Refuse(Ag2, SC(Ag1, Ag2, p))          Persuasion Dialogue 

Create(Ag1, SC(Ag1, Ag2, p))

a1

b1

c1

Accept(Ag2, SC(Ag1, Ag2, p))           Termination 

Challenge(Ag2, SC(Ag1, Ag2, p))            Information-  
            seeking Dialogue
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where: 
nipAgAgSCS i ,...,0/),,( 21 == , pi are propositional formulas. 

SSi i ==h 3
1 , =ji SS h ∅, jiji ≠= &3,...,1,

By definition, Defend(Ag1, [S], SC(Ag1, Ag2, p)) means that Ag1 creates S in order 
to defend the content of SC(Ag1, Ag2, p). Formally: 
Defend(Ag1, [S], SC(Ag1, Ag2, p)) =def (Create(Ag1, S)

∧ S = Create_Support(Ag1, SC(Ag1, Ag2, p)))

We consider this definition as an assertional description of the Defend action.  
This specification indicates that according to the three conditions (a2, b2 and c2),

Ag2 can accept a subset S1 of S, challenge a subset S2 and attack a third subset S3. Sets 
Si and Sj are mutually disjoint because Ag2 cannot, for example, both accept and 
challenge the same commitment content. Accept, Challenge and Attack a set of 
commitment contents are defined as follows:  
Accept(Ag2, S1) =def (∀i, SC(Ag1, Ag2, pi) ∈ S1  Accept(Ag2, SC(Ag1, Ag2, pi))) 
Challenge(Ag2, S2) =def (∀i, SC(Ag1, Ag2, pi) ∈ S2  Challenge(Ag2, SC(Ag1, Ag2, pi))) 
Attack(Ag2, [S’], S3) =def ∀i, SC(Ag1, Ag2, pi) ∈ S3  ∃S’j ⊆ S’:

            Attack(Ag2, [S’j], SC(Ag1, Ag2, pi))

where: h m
j 0= S’j = S’. This indication means that any element of S’ is used to attack 

one or more elements of S3.
The conditions a2, b2 and c2 are specified as follows: 

a2 = ∀i, SC(Ag1, Ag2, pi) ∈ S1  pi Arg_Sys(Ag2)
b2 = ∀i, SC(Ag1, Ag2, pi) ∈ S2   (¬(pi Arg_Sys(Ag2)) ∧¬(¬pi Arg_Sys(Ag2))) 
c2 = ∀i, SC(Ag1, Ag2, pi) ∈ S3  ∃S’j ⊆ S’, Content(S’j) = Support(Ag2, ¬pi)

where Content(S’j) indicates the set of contents of the commitments S’j.

C   Challenge Game 
The challenge game is specified as follows (Specification 3): 

where the condition a3 is specified as follows: 
a3 = (Content(S) = Support(Ag2, p))

In this game, the condition a3 is always true. The reason is that in accordance with 
the commitment semantics, an agent must always be able to defend the commitment it 
created [5]. 

Defend(Ag1, [S], SC(Ag1, Ag2, p))

Attack(Ag2, [S’], S3)

a2

b2

c2

Accept(Ag2, S1)

Challenge(Ag2, S2)     

Challenge(Ag1, SC(Ag2, Ag1, p))                 Justify(Ag2, [S], SC(Ag2, Ag1, p))
a3

{ }
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D   Justification Game 
For this game we distinguish two cases: 

Case1. SC(Ag1, Ag2, p) ∉ S 
In this case, Ag1 justifies the content of its commitment SC(Ag1, Ag2, p) by creating a 
set of commitments S. As for the Defend action, Ag2 can accept, challenge and/or 
attack a subset of S. The specification of this game is as follows (Specification 4): 

where: 

{ }nipAgAgSCS i ,...,0/),,( 21 == , pi are propositional formulas. 

SSi i ==h 3
1 , =ji SS h ∅, jiji ≠= &3,...,1,

a4 = a2, b4 = b2, c4 = c2

Case2. {SC(Ag1, Ag2, p)} = S 
In this case, the justification game has the following specification (Specification 5): 

Ag1 justifies the content of its commitment SC(Ag1, Ag2, p) by itself (i.e. by p). 
This means that p is part of Ag1’s knowledge. Only two moves are possible for Ag2: 1) 
accept the content of SC(Ag1, Ag2, p) if Ag1 is a trustworthy agent for Ag2 (a’4), 2) if 
not, refuse this content (b’4). Ag2 cannot attack this content because it does not have 
an argument against p. The reason is that Ag1 plays a justification game because Ag2

played a challenge game. 
Like the definition of the Defend action, we define the Justify action as follows: 

Justify(Ag1, [S], SC(Ag1, Ag2, p)) =def (Create(Ag1, S)
∧ S = Create_Support(Ag1, SC(Ag1, Ag2, p))) 

This means that Ag1 creates the set S of commitments to support the commitment 
SC(Ag1, Ag2, p).

E   Attack Game 
The attack game is specified as follows (Specification 6): 

Justify(Ag1, [S], SC(Ag1, Ag2, p))

Attack(Ag2, [S’], S3)

a4

b4

c4

Accept(Ag2, S1)

Challenge(Ag2, S2)

Justify(Ag1, [S], SC(Ag1, Ag2, p))

Refuse(Ag2, SC(Ag1, Ag2, p))

a’4

b’4

Accept(Ag2, SC(Ag1, Ag2, p))    

Attack(Ag2, [S’], S4)

Attack(Ag1, [S], SC(Ag2, Ag1, p))

a5

b5

c5

d5

Refuse(Ag2, S1)

Accept(Ag2, S2)

Challenge(Ag2, S3)
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where: 
}nipAgAgSCS i ,...,0/),,( 21 == , pi are propositional formulas. 

,4
1h = =i i SS Card(S1)=1, =ji SS h ∅, jiji ≠= &4,...,1,

Formally, the Attack action is defined as follows: 
Attack(Ag1, [S], SC(Ag2, Ag1, p)) =def (Create(Ag1, SC(Ag1, Ag2, ¬p)) ∧ Create(Ag1, S)

∧ S = Create_Support(Ag1, SC(Ag1, Ag2, ¬p)))

This means that by attacking SC(Ag2, Ag1, p), Ag1 creates the commitment SC(Ag1,
Ag2, ¬p) and the set S to support this commitment. 

The conditions a5, b5, c5 and d5 are specified as follows: 
a5 =∃i: SC(Ag2, Ag1, pi) ∈ Create_Support(Ag2, SC(Ag2, Ag1, ¬q))
where S1 = {SC(Ag1, Ag2, q)}
b5 = ∀i, SC(Ag1, Ag2, pi) ∈ S2  pi Arg_Sys(Ag2)
c5 = ∀i, SC(Ag1, Ag2, pi) ∈ S3   (¬(pi Arg_Sys(Ag2)) ∧¬(¬pi Arg_Sys(Ag2))) 
d5 = ∀i, SC(Ag1, Ag2, pi) ∈ S4  ∃S’j ⊆ S’: Content(S’j) = Support(Ag2, ¬pi)

∧ k: SC(Ag2, Ag1, pk) ∈ Create_Support(Ag2, SC(Ag2, Ag1, ¬pi))

Ag2 refuses Ag1’s argument if Ag2 already attacked this argument. In other words, 
Ag2 refuses Ag1’s argument if Ag2 cannot attack this argument since it already
attacked it, and it cannot accept it or challenge it since it has an argument against this 
argument. We have only one element in S1 because we consider a refusal move as an 
exit condition. The acceptance and the challenge actions of this game are the same as 
the acceptance and the challenge actions of the defense game. Finally, Ag2 attacks 
Ag1’s argument if Ag2 has an argument against Ag1’s argument, and if Ag2 did not 
attack Ag1’s argument before. In d5, the universal quantifier means that Ag2 attacks all 
Ag1’s arguments for which it has an against-argument. The reason is that Ag2 must act 
on all commitments created by Ag1. The temporal aspect (the past) of a5 and d5 is 
implicitly integrated in Create_Support(Ag2, SC(Ag2, Ag1, ¬q)) and 
Create_Support(Ag2, SC(Ag2, Ag1, ¬pi)).

F   Termination 
The protocol terminates either by a final acceptance or by a refusal. There is a final 
acceptance when Ag2 accepts the content of the initial commitment SC(Ag1, Ag2, p) or 
when Ag1 accepts the content of SC(Ag2, Ag1, ¬p). Ag2 accepts the content of SC(Ag1,
Ag2, p) iff it accepts all the supports of SC(Ag2, Ag1, p). Formally: 
Accept(Ag2, SC(Ag1, Ag2, p)) ⇔

[∀i, SC(Ag1, Ag2, pi) ∈ Create_Support(Ag1, SC(Ag1, Ag2, p))  
 Accept(Ag2, SC(Ag1, Ag2, pi))]

The acceptance of the supports of SC(Ag1, Ag2, p) by Ag2 does not mean that they 
are accepted directly after their creation by Ag1, but it can be accepted after a number 
of challenge, justification and attack games. When Ag2 accepts definitively, then it 
withdraws all commitments whose content was attacked by Ag1. Formally: 
Accept(Ag2, SC(Ag1, Ag2, p))   [∀i, ∀S, Attack(Ag1, [S], SC(Ag2, Ag1, pi))  

Withdraw(Ag2, SC(Ag2, Ag1, pi))]

{
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On the other hand, Ag2 refuses the content of SC(Ag1, Ag2, p) iff it refuses one of 
the supports of SC(Ag1, Ag2, p). Formally: 
Refuse(Ag2, SC(Ag1, Ag2, p)) ⇔

[∃i: SC(Ag1, Ag2, pi)∈Create_Support(Ag1, SC(Ag1, Ag2, p))
∧ Refuse(Ag2, SC(Ag1, Ag2, pi))] 

3.3   Protocol Dynamics 

The persuasion dynamics is described by the chaining of a finite set of dialogue 
games: acceptance move, refusal move, defense, challenge, attack and justification 
games. These games can be combined in a sequential and parallel way (Figure 2). 

Fig. 2. The persuasion dialogue dynamics 

After Ag1’s defense game at moment t1, Ag2 can, at moment t2, accept a part of the 
arguments presented by Ag1, challenge another part, and/or attack a third part. These 
games are played in parallel. At moment t3, Ag1 answers the challenge game by 
playing a justification game and answers the attack game by playing an acceptance 
move, a challenge game, another attack game, and/or a final refusal move. The 
persuasion dynamics continues until the exit conditions become satisfied (final 
acceptance or a refusal). From our specifications, it follows that our protocol plays the 
role of the dialectical proof theory of the argumentation system. 

Indeed, our persuasion protocol can be described by the following BNF grammar: 
Persuasion protocol : Defense game ~ Dialogue games 
Dialogue games : (Acceptance move  

// (Challenge game ~ Justification game ~ Dialogue games)
// (Attack game ~ Dialogue games))

| refusal move  

where: “~” is the sequencing symbol, “//” is the possible parallelization symbol. Two 
games Game1 and Game 2 are possibly parallel (i.e. Game1 // Game2) iff an agent 
can play the two games in parallel or only one game (Game1 or Game2).

3.4   Termination Proof 

Theorem. The protocol dynamics always terminates. 

Defense game 

Attack game

Justification game 

t1 t2 t3 t4
Acceptance

Challenge game
Acceptance
Challenge game    

Attack game       

Refusal          Termination
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Proof. To prove this theorem, we use a tableau method [10]. The idea is to formalize 
our specifications as tableau rules and then to prove the finiteness of the tableau. 
Tableau rules are written in such a way that premises appear above conclusions. 
Using a tableau method means that the specifications are conducted in a top-down 
fashion. For example, specification 2 (p 3.2 ) can be expressed by the following rules: 

:1R
),(

))(],[,(

12

1

SAgAccept

pSCSAgDefend
:2R

),(

))(],[,(

12

1

SAgChallenge

pSCSAgDefend

:3R
)],[,(

))(],[,(

12

1

SS'AgAttack

pSCSAgDefend

We denote the formulas of our specifications by σ, and we define E the set of σ.
We define an ordering h  on E and we prove that h  has no infinite ascending chains. 
Intuitively, this relation is to hold between σ1 and σ2 if it is possible that σ1 is an 
ancestor of σ2 in some tableau. Before defining this ordering, we introduce some 
notations: Act*(Ag, [S], S’) with Act* ∈ {Act’, Act-Arg} is a formula. We notice that 
formulas in which there is no support [S], can be written as follows: Act*(Ag, [φ], S’). 
σ[S] →R σ[S’] indicates that the tableau rule R has the formula σ[S] as premise and 
the formula σ[S’] as conclusion, with σ[S] = Act*(Ag, [S], S’). The size |S| is the 
number of commitments in S.

Definition 4. Let σ[Si] be a formula and E the set of σ[Si]. The ordering h  on E is 
defined as follows. We have σ[S0] h σ[S1] if:
|S1| < |S0| or 

For all rules Ri such that σ[S0] →R0 σ[S1] →R1 σ[S2]… →Rn σ[Sn] we have |Sn| = 0.

Intuitively, in order to prove that a tableau system is finite, we need to prove the 
following: 
1- if σ[S0] →R σ[S1] then σ[S0] h σ[S1].
2- h   has no infinite ascending chains (i.e. the inverse of h  is well-founded). 

Property 1 reflects the fact that applying tableau rules results in shorter formulas, 
and property 2 means that this process has a limit. The proof of 1 proceeds by a case 
analysis on R. Most cases are straightforward. We consider here the case of R3. For 
this rule we have two cases. If |S1| < |S0|, then σ[S0] h σ[S1]. If |S1| ≥ |S0|, the rules 
corresponding to the attack specification can be applied. The three first rules are 
straightforward since S2 = φ. For the last rule, we have the same situation that R3. 
Suppose that there is no path in the tableau σ[S0] →R0 σ [S1] →R1 σ[S2]… →Rn σ[Sn]
such that |Sn| = 0. This means that i) the number of arguments that agents have is 
infinite or that ii) one or several arguments are used several times. However, situation 
i is not possible because the agents’ knowledge bases are finite sets, and situation ii is 
not allowed in our protocol.  

Because the definition of h  is based on the size of formulas and since |S0| ∈ N (< 
∞) and < is well-founded in N, it follows that there is no infinite ascending chains of 
the form  σ[S0] h σ[S1]… 
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4   Implementation 

In this section we describe the implementation of the different dialogue games using 
the JackTM platform [25]. We chose this language for three main reasons: 
1- It is an agent-oriented language offering a framework for multi-agent system 
development. This framework can support different agent models. 
2- It is built on top of and fully integrated with the Java programming language. It 
includes all components of Java and it offers specific extensions to implement agents’ 
behaviors. 
3- It supports logical variables and cursors. These features are particularly helpful 
when querying the state of an agent’s beliefs. Their semantics is mid-way between 
logic programming languages with the addition of type checking Java style and 
embedded SQL. 

4.1   General Architecture 

Our system consists of two types of agents: conversational agents and trust model 
agents. These agents are implemented as JackTM agents, i.e. they inherit from the basic 
class JackTM Agent. Conversational agents are agents that take part in the persuasion 
dialogue. Trust model agents are agents that can inform an agent about the 
trustworthiness of another agent.

According to the specification of the justification game, an agent Ag2 can play an 
acceptance or a refusal move according to whether it considers that its interlocutor 
Ag1 is trustworthy or not. If Ag1 is unknown for Ag2, Ag2 can ask agents that it 
considers trustworthy for it to offer a trustworthiness assessment of Ag1. From the 
received answers, Ag2 can build a trustworthiness graph and measure the 
trustworthiness of Ag1. This trustworthiness model is described in detail in [6]. 

4.2   Implementation of the Dialogue Games 

To be able to take part in a persuasion dialogue, agents must possess knowledge bases 
that contain arguments. In our system, these knowledge bases are implemented as 
JackTM beliefsets. Beliefsets are used to maintain an agent’s beliefs about the world. 
These beliefs are represented in a first order logic and tuple-based relational model. 
The logical consistency of the beliefs contained in a beliefset is automatically 
maintained. The advantage of using beliefsets over normal Java data structures is that 
beliefsets have been specifically designed to work within the agent-oriented paradigm.  

Our knowledge bases (KBs) contain two types of information: arguments and 
beliefs. Arguments have the form ([Support], Conclusion), where Support is a set of 
propositional formulas and Conclusion is a propositional formula. Beliefs have the 
form ([Belief], Belief) i.e. Support and Conclusion are identical. The meaning of the 
propositional formulas (i.e. the ontology) is recorded in a beliefset whose access is 
shared between the two agents.  

To open a dialogue game, an agent uses its argumentation system. The 
argumentation system allows this agent to seek in its knowledge base an argument for 
a given conclusion or for its negation (“against argument”). For example, before 
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creating a commitment SC(Ag1, Ag2, p), agent Ag1 must find an argument for p. This 
enables us to respect the commitment semantics by making sure that agents can 
always defend the content of their commitments. 

Agent communication is done by sending and receiving messages. These messages 
are events that extend the basic JackTM event: MessageEvent class. MessageEvents
represent events that are used to communicate with other agents. Whenever an agent 
needs to send a message to another agent, this information is packaged and sent as a 
MessageEvent. A MessageEvent can be sent using the primitive: Send(Destination,
Message). In our protocol, Message represents the action that an agent applies to a 
commitment or to its content, for example: Create(Ag1, SC(Ag1, Ag2, p)), etc. 

Our dialogue games are implemented as a set of events (MessageEvents) and plans.
A plan describes a sequence of actions that an agent can perform when an event 
occurs. Whenever an event is posted and an agent chooses a task to handle it, the first 
thing the agent does is to try to find a plan to handle the event. Plans are methods 
describing what an agent should do when a given event occurs.  

Each dialogue game corresponds to an event and a plan. These games are not 
implemented within the agents’ program, but as event classes and plan classes that are 
external to agents. Thus, each conversational agent can instantiate these classes. An 
agent Ag1 starts a dialogue game by generating an event and by sending it to its 
interlocutor Ag2. Ag2 executes the plan corresponding to the received event and 
answers by generating another event and by sending it to Ag1. Consequently, the two 
agents can communicate by using the same protocol since they can instantiate the 
same classes representing the events and the plans. For example, the event 
Event_Attack_Commitment and the plan Plan_ev_Attack_commitment implement the 
defense game. The architecture of our conversational agents is illustrated in Figure 3. 

Fig. 3. The architecture of conversational agents 

To start the entry game, an agent (initiator) chooses a goal that it tries to achieve. 
This goal is to persuade its interlocutor that a given propositional formula is true. For 
this reason, we use a particular event: BDI Event (Belief-Desire-Intention). BDI 

Ag1 Ag2

Knowledge 
base (Beliefset)

Knowledge 
base (Beliefset)

Event → Plan 
…

Event → Plan 

Dialogue games 

Argumentation system 
(Java + Logic programming) 

Argumentation system 
(Java + Logic programming) 

Ontology  
(Beliefset)
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events model goal-directed behavior in agents, rather than plan-directed behavior. 
What is important is the desired outcome, not the method chosen to achieve it. This 
type of events allows an agent to pursue long term goals. 

4.3  Example 

In this section we present a simple example dialogue that illustrates some notions 
presented in this paper.  

This example was also studied in [2] in a context of strategical considerations for 
argumentative agents. The letters on the left of the utterances are the propositional 
formulas that represent the propositional contents. Agent Ag1’s KB contains: ([q, r],
p), ([s, t], q) and ([u], u). Agent Ag2’s KB contains: ([¬t], ¬p), ([u, v], ¬t), ([u], u) and 
([v], v). The combination of the dialogue games that allows us to describe the 
persuasion dialogue dynamics is as follows: 

Ag1 creates SC(Ag1, Ag2, p) to achieve the goal of persuading Ag2 that p is true. Ag1

can create this commitment because it has an argument for p. Ag2 refuses SC(Ag1,
Ag2, p) because it has an argument against p. Thus, the entry game is played and the 
persuasion dialogue is opened. Ag1 defends SC(Ag1, Ag2, p) by creating SC(Ag1, Ag2,
q) and SC(Ag1, Ag2, r). Ag2 accepts SC(Ag1, Ag2, r) because it has an argument for r
and challenges SC(Ag1, Ag2, q) because it has no argument for q or against q. Ag1

Entry Game  
SC(Ag1, Ag2, p)

Defense Game 
([SC(Ag1, Ag2, q), SC(Ag1,
Ag2, r)], SC(Ag1, Ag2, p))

Acceptance Move 
 SC(Ag1, Ag2, r)

Challenge Game 
 SC(Ag1, Ag2, q)

a2

b2
a3

Justification Game  
([SC(Ag1, Ag2, s),
SC(Ag1, Ag2, t)],
SC(Ag1, Ag2, q))

Acceptance move
SC(Ag1, Ag2, s)

Attack Game 
([SC(Ag2, Ag1, u),
SC(Ag2, Ag1, v)],
SC(Ag1, Ag2, t))

Acceptance moves 
SC(Ag2, Ag1, u), SC(Ag2, Ag1, v)

+ Final acceptance move 
SC(Ag2, Ag1, ¬p)

a4

c4 b5

Ag1: Newspapers can publish information I (p).
Ag2: I don’t agree with you. 
Ag1: They can publish information I because it is not private (q), and any public 
information can be published (r).
Ag2: Why is information I public? 
Ag1: Because it concerns a Minister (s), and information concerning a Minister 
are public (t).
Ag2: Information concerning a Minister is not necessarily public, because  
information I is about the health of Minister (u), and information about the health 
remains private (v).
Ag1: I accept your argument.  
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plays a justification game to justify SC(Ag1, Ag2, q) by creating SC(Ag1, Ag2, s) and 
SC(Ag1, Ag2, t). Ag2 accepts the content of SC(Ag1, Ag2, s) and attacks the content of 
SC(Ag1, Ag2, t) by creating SC(Ag2, Ag1, u) and SC(Ag2, Ag1, v). Finally, Ag1 plays 
acceptance moves because it has an argument for u and it does not have arguments 
against v and the dialogue terminates. Indeed, before accepting v, Ag1 challenges it 
and Ag2 defends it by itself (i.e. ([SC(Ag2, Ag1, v), SC(Ag2, Ag1, v)])). Then, Ag1

accepts this argument because it considers Ag2 trustworthy. This notion of agent trust 
and its role as an acceptance criteria of arguments are detailed in [6]. Ag1 updates its 
KB by removing the attacked argument and including the new argument. Figure 4 
illustrates the screen shot of this example generated by our prototype. In this figure 
commitments are described only by their contents and the identifiers of the two agents 
are the two first arguments of the exchanged communicative actions. The contents are 
specified using a predicate language that the two agents share (the ontology). 

Fig. 4. The example screen shot 
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5   Related Work 

In this section, we compare our protocol with some proposals that have been put 
forward in two domains: dialogue modeling and commitment based protocols.

1- Dialogue modeling. In [1] and [22] Amgoud, Parsons and their colleagues studied 
argumentation-based dialogues. They proposed a set of atomic protocols which can be 
combined. These protocols are described as a set of dialogue moves using Walton and 
Krabbe’s classification and formal dialectics. In these protocols, agents can argue 
about the truth of propositions. Agents can communicate both propositional 
statements and arguments about these statements. These protocols have the advantage 
of taking into account the capacity of agents to reason as well as their attitudes 
(confident, careful, etc.). In addition, Prakken [23] proposed a framework for 
protocols for dynamic disputes, i.e., disputes in which the available information can 
change during the conversation. This framework is based on a logic of defeasible 
argumentation and is formulated for dialectical proof theories. Soundness and 
completeness of these protocols have also been studied. In the same direction, Brewka 
[7] developed a formal model for argumentation processes that combines 
nonmonotonic logic with protocols for dispute. Brewka pays more attention to the 
speech act aspects of disputes and he formalizes dispositional protocols in situation 
calculus. Such a logical formalization of protocols allows him to define protocols in 
which the legality of a move can be disputed. Semantically, Amgoud, Parsons, 
Prakken and Brewkas’ approaches use a defeasible logic. Therefore, it is difficult, if 
not impossible, to formally verify the proposed protocols. 

There are many differences between our protocol and the protocols proposed in the 
domain of dialogue modeling: 1. Our protocol uses not only an argumentative 
approach, but also a public one. Locutions are formalized not as agents’ private 
attitudes (beliefs, intentions, etc.), but as social commitments. In opposition of private 
mental attitudes, social commitments can be verified. 2. Our protocol is based on a 
combination of dialogue games instead of simple dialogue moves. Using our dialogue 
game specifications enables us to specify the entry and the exit conditions more 
clearly. In addition, computationally speaking, dialogue games provide a good 
balance between large protocols that are very rigid and atomic protocols that are very 
detailed. 3. From a theoretical point of view, Amgoud, Parsons, Prakken and 
Brewkas’ protocols use moves from formal dialectics, whereas our protocol uses 
actions that agents apply on commitments. These actions capture the speech acts that 
agents perform when conversing (see Definition 1). The advantage of using these 
actions is that they enable us to better represent the persuasion dynamics considering 
that their semantics is defined in an unambiguous way in a temporal and dynamic 
logic [5]. Specifying protocols in this logic allows us to formally verify these 
protocols using model checking techniques. 4. Amgoud, Parsons and Prakkens’ 
protocols use only three moves: assertion, acceptance and challenge, whereas our 
protocol uses not only creation, acceptance, refusal and challenge actions, but also 
attack and defense actions in an explicit way. These argumentation relations allow us 
to directly illustrate the concept of dispute in this type of protocols. 5. Amgoud, 
Parsons, Prakken and Brewka use an acceptance criterion directly related to the 
argumentation system, whereas we use an acceptance criteria for conversational 
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agents (supports of arguments and trustworthiness). This makes it possible to decrease 
the computational complexity of the protocol for agent communication. 

2- Commitment-based protocols. Yolum and Singh [28] developed an approach for 
specifying protocols in which actions’ content is captured through agents’ 
commitments. They provide operations and reasoning rules to capture the evolution of 
commitments. In a similar way, Fornara and Colombetti [17] proposed a method to 
define interaction protocols. This method is based on the specification of an 
interaction diagram (ID) specifying which actions can be performed under given 
conditions. These approaches allow them to represent the interaction dynamics 
through the allowed operations. Our protocol is comparable to these protocols 
because it is also based on commitments. However, it is different in the following 
respects. The choice of the various operations is explicitly dealt with in our protocol 
by using argumentation and trustworthiness. In commitment-based protocols, there is 
no indication about the combination of different protocols. However, this notion is 
essential in our protocol using dialogue games. Unlike commitment-based protocols, 
our protocol plays the role of the dialectical proof theory of an argumentation system. 
This enables us to represent different dialogue types as studied in the philosophy of 
language. Finally, we provide a termination proof of our protocol whereas this 
property is not yet studied in classical commitment-based protocols. 

6   Conclusion and Future Work 

The contribution of this paper is the proposition of a logical language for specifying 
persuasion protocols between agents using an approach based on commitments and 
arguments. This language has the advantage of expressing the public elements and the 
reasoning process that allows agents to choose an action among several possible 
actions. Because our protocol is defined as a set of conversation policies, this protocol 
has the characteristic to be more flexible than the traditional protocols such as those 
used in FIPA-ACL. This flexibility results from the fact that these policies can be 
combined to produce complete and more complex protocols. We formalized these 
conversation policies as a set of dialogue games, and we described the persuasion 
dynamics by the combination of five dialogue games.  Another contribution of this 
paper is the tableau-based termination proof of the protocol. We also described the 
implementation of this protocol. Finally, we presented an example to illustrate the 
persuasion dynamics by the combination of different dialogue games. 

As an extension of this work, we intend to specify other protocols according to 
Walton and Krabbe’s classification [27] using the same framework. Another 
interesting direction for future work is verifying these protocols using model checking 
techniques. The method we are investigating is an automata theoretic approach based 
on a tableau method [10]. This method can be used to verify the temporal and 
dynamic aspects of our protocol. Finally, we intend to extend our implementation 
using ideas from the agent programming language 3APL, namely the concept of 
cognitive agents. An important characteristic of this language that is interesting for us 
is its dynamic logic semantics [26] because our protocol is based on an action theory 
and the semantics of our approach is also based on dynamic logic [5].   
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Abstract. Communication plays a fundamental role in multi-agents

systems. One of the main issues in the design of agent interaction pro-

tocols is the verification that a given protocol implementation is “con-

formant” w.r.t. the abstract specification of it. In this work we tackle

those aspects of the conformance verification issue, that regard the de-

pendence/independence of conformance from the agent private state in

the case of logic, individual agents, set in a multi-agent framework. We do

this by working on a specific agent programming language, DyLOG, and

by focussing on interaction protocol specifications described by AUML

sequence diagrams. By showing how AUML sequence diagrams can be

translated into regular grammars and, then, by interpreting the problem

of conformance as a problem of language inclusion, we describe a method

for automatically verifying a form of “structural” conformance; such a

process is shown to be decidable and an upper bound of its complexity

is given. We also give a set of properties that describes the influence of

the agent private information on the conformance of its communication

policies to protocol specifications.

1 Introduction

Multi-agent systems (MASs) often comprise heterogeneous components, different
in the way they represent knowledge about the world and about other agents, as
well as in the mechanisms used for reasoning about it. Notwithstanding hetero-
geneity, agents must cooperate, to execute a common task or compete for shared
resources; interoperation is, normally, ruled by a set of shared interaction pro-
tocols. The design and implementation of interaction protocols are crucial steps
in the development of a MAS. Following the development process, described in
[21], for interaction protocol engineering, two different kinds of test are to be
executed. The first consists in verifying the consistency of an abstract protocol
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definition w.r.t. the original requirements, derived from the analysis phase, that
it should embody. This verification, often called validation test, is typically done
by means of model-checking techniques. A different problem is the one that we
face in this work, which amounts to verify if a given implementation, which is
an agent interaction policy, respects a given abstract protocol definition. This
problem is known as conformance testing. Moreover, since the specific imple-
mentations1 normally use the agent’s private information (the agent’s “state”),
e.g. for deciding which utterances to articulate, one further question that arises
is: to which extent does the agent internal state influence the conformance of
an implementation to a given protocol specification? Indeed, depending on the
result of tests on the agent’s internal state, different executions could occur, only
part of them being correct w.r.t. the specifications. Merely in the case in which
the “structure” of the conversation policy is such that it is bound to produce
correct conversations, conformance is not influenced at all by the agent’s internal
state (we will discuss this issue in Section 3).

In this work we tackle the problem of conformance verification for two specific
languages: we use Agent UML (AUML for short, first specified in [27]) as the
interaction protocol specification language and DyLOG [3, 5] as the conversation
policy implementation language. In the literature one can, actually, find many
formal techniques for protocol specification. A non-exhaustive list includes finite
state automata [6, 24], petri nets [23, 11], temporal logic [15, 16] and UML-based
languages.All theseproposalsarecurrentlybeingstudiedandnodefinitivestandard
emerged yet. The reason for choosing AUML is that, despite its yet incomplete
formal semantics (a proposal for a semantics based on petri nets can be found
in [10]), this language bears some relevant advantages: it is based on the wide-
spread and well-known UML standard, it is intuitive and easy to learn, there are
graphical editors for the generation of code, and AUML sequence diagrams have
been adopted by FIPA to represent agent interaction protocols. On the other
hand, DyLOG is a logic language for programming agents, based on reasoning
about actions and change in a modal framework, that allows the inclusion of a set
of conversation policies, in the specification of an agent. The language refers to a
mentalistic approach, where speech acts are represented as atomic actions with
preconditions and effects on the executor’s mental state. It allows the specification
of individual agents, situated in a multi-agent context, each having a personal
view of the world. The use of a declarative language is helpful because it allows
the proof of properties of the specific implementation in a straightforward way.
In particular, a language that explicitly represents and uses the agent internal
state, is useful for proving to which extent certain properties depend on the agent
mental state or on the semantics of the speech acts. For instance, in our work we
perform hypothetical reasoning about the effects of conversations on the agent
mental state, in order to find conversation plans which are proved to respect the
implemented protocols, achieving at the same time some desired goal. The DyLOG
language is briefly introduced in Section 2, for a thorough description of it see [5].

1 In Java, in a logic language, etc.
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Our goal for this work is, then, to study under which conditions a DyLOG
implementation can be declared as being conformant to an AUML specification.
To this aim, we will introduce different levels of abstraction w.r.t. the agent
mental state by defining three degrees of conformance (agent conformance, agent
strong conformance, and protocol conformance). We will describe their relations
and, by interpreting the problem of conformance verification as a problem of
inclusion of a context-free language (CFL) into a regular language, we will show
a method for automatically verifying the strongest degree of conformance; an
upper bound to its complexity is also given. When this kind of conformance
holds, the implemented policy respects the specification whatever the rational
effects of the speech acts are, whatever the agent mental state is.

As a last observation about AUML, some authors, who work on protocol
validation, criticize the choice of this formalism because its lack of a formal
semantics makes it difficult to validate the designed protocols w.r.t. the orig-
inal specifications. They also criticize the choice of a mentalistic approach (á
la FIPA) because at the level of protocol validation this approach has shown
relevant flaws. The dissatisfaction to the mentalistic approach is mostly due to
the difficulty of verifying that an agent acts according to a commonly agreed
semantics, because it is not possible to have access to the agents’ private men-
tal state [30], a problem known as semantics verification. Some authors have
proposed a social approach to agent communication [29], where communicative
actions affect the “social state” of the system, rather than the internal states
of the agents. The social state records the social facts, like the permissions and
the commitments of the agents, which are created and modified along the in-
teraction. The social approach overcomes the semantics verification problem by
exploiting a set of established commitments between the agents, that are stored
as part of the MAS social state. In this framework it is possible to formally prove
the correctness of public interaction protocols with respect to the specifications
outcoming from the analysis phases; such proof can be obtained, for instance, by
means of model checking techniques [22, 25, 28, 30, 18, 7] (but not only, e.g., [9]).

Nevertheless, AUML is being used, more and more often, in MAS develop-
ment because it is intuitive for designers that have a background in UML and
in the object-oriented approach, and for this reason it has an appeal for the de-
ployment of agent systems in the industry world. Moreover, when developing the
single agents, besides verifying that the agent respects the social commitments,
it is important to study properties of their implementations and, in particular, to
understand if and to which extent such properties depend on the agent’s internal
state (in the case of communication, on the semantics of the speech acts).

2 Specification of Communication in DyLOG

DyLOG [5] is a high-level logic programming language for modeling rational
agents, based upon a modal logic of actions and mental attitudes where modal-
ities are used for representing actions as well as beliefs that are in the agent’s
mental state. It accounts both for atomic and complex actions, or procedures, for
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specifying the agent behavior. A DyLOG agent can be provided with a communi-
cation kit that specifies its communicative behavior [3], defined in terms of inter-
action protocols, i.e. conversation policies that build on FIPA-like speech acts.
The communication theory is a homogeneous component of the general agent
theory; in particular, both the conversational policies, that guide the agent’s
communicative behavior, and the other policies, defining the agent’s behavior,
are represented by procedure definitions (represented by axiom schema). DyLOG
agents can reason about their communicative behavior answering to queries like
“given a protocol and a set of desiderata, is there a conversation, that respects the
protocol, which also satisfies the desired conditions on the final mental state?”.

2.1 The DyLOG Language in Brief

In DyLOG atomic actions are either world actions, affecting the world, or mental
actions, i.e. sensing or communicative actions which only affect the agent beliefs.
The set of atomic actions consists of the set A of the world actions, the set C of
communicative acts, and the set S of sensing actions. For each atomic action a
and agent agi we introduce the modalities [aagi ] and 〈aagi〉. [aagi ]α means that
α holds after every execution of action a by agent agi; 〈aagi〉α means that there
is a possible execution of a (by agi) after which α holds. We use the modality �

to denote laws, i.e. formulas that hold always (after every action sequence). Our
formalization of complex actions draws considerably from dynamic logic for the
definition of action operators like sequence, test and non-deterministic choice.
However, differently than [26], we refer to a Prolog-like paradigm: procedures are
defined by means of (possibly recursive) Prolog-like clauses. For each procedure
p, the language contains also the universal and existential modalities [p] and 〈p〉.
The mental state of an agent is described by a consistent set of belief formulas
(we call it belief state). We use the modal operator Bagi to model the beliefs of
agent agi. The modality Magi is defined as the dual of Bagi and means that agi

considers ϕ possible. A mental state contains what agi (dis)believes about the
world and about the other agents (nested beliefs are needed for reasoning on
how other agents beliefs can be affected by communicative actions). Formally
it is a complete and consistent set of rank 1 and 2 belief fluents, where a belief
fluent F is a belief formula BagiL or its negation. L denotes a belief argument,
i.e. a fluent literal l (f or ¬f) or a belief fluent of rank 1 (Bl or ¬Bl).

All the modalities of the language are normal; � is reflexive and transitive,
its interaction with action modalities is ruled by �ϕ ⊃ [aagi ]ϕ. The epistemic
modality Bagi is serial, transitive and euclidean. A non-monotonic solution to the
persistency problem is given, which consists in maximizing assumptions about
fluents after the execution of action sequences, based on an abductive framework.

2.2 The Communication Kit in Brief

The behavior of an agent agi is specified by a domain description, which includes,
besides a specification of the agent belief state: (i) action and precondition laws
for describing the atomic world actions in terms of their preconditions and their
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affects on the agent’s mental state, (ii) sensing axioms for describing atomic
sensing actions, (iii) procedure axioms for describing complex behaviors, (iv) a
communication kit that describes the agent communicative behavior by means
of further axioms and laws of the kind mentioned above. In fact a communication
kit consists of (i’) a set of action and preconditions laws modeling a predefined
set of primitive speech acts the agent can perform/recognize (ii’) a set of sensing
axioms for defining special sensing actions for getting new information by ex-
ternal communications (iii’) a set of procedure axioms for specifying interaction
protocols, which can be seen as a library of conversation policies the agent can
follow when engaging a conversations with others.

Interaction Protocols are represented as procedures that build upon individ-
ual speech acts and specify conversation policies for guiding the agent commu-
nicative behavior. They are expressed by axiom schema of form:

〈p0〉ϕ ⊂ 〈p1; p2; . . . ; pm〉ϕ (1)

p0 is a procedure name and the pi’s (i = 1, . . . , m) are either procedure names,
atomic actions, or test actions (actions of the form Fs?, where Fs is a belief fluent
conjunction); intuitively, the ? operator corresponds to checking the value of a
fluent conjunction in the current state while the ; is the sequencing operator of
dynamic logic. Since each agent has a subjective perception of the communication
with other agents, given a protocol specification we expect to have as many
procedural representations as the possible roles in the conversation.

The axiom schema used to define procedures have the form of inclusion ax-
ioms, which were the subject of previous work [4, 2], in which the class of multi-
modal logics, characterized by axioms that have the general form 〈s1〉 . . . 〈sm〉ϕ ⊂
〈t1〉 . . . 〈tn〉ϕ, where 〈si〉 and 〈ti〉 are modal operators, has been analyzed. These
axioms have interesting computational properties because they can be consid-
ered as rewriting rules. In [14] this kind of axioms is used for defining grammar
logics and some relations between formal languages and such logics are analyzed.

A speech act c in C has form speech act(ags, agr, l), where ags (sender) and
agr (receiver) are agents and l is the message content. Effects and preconditions
are modeled by a set of effect and precondition laws. In particular, effects on
agi’s belief state of an action c are expressed by action laws of form:

�(BagiL1 ∧ . . . ∧ BagiLn ⊃ [cagi ]BagiL0) (2)

�(MagiL1 ∧ . . . ∧MagiLn ⊃ [cagi ]MagiL0) (3)

Law (2) means that, after any sequence of actions (�), if the set of fluent literals
L1 ∧ . . . ∧ Ln (representing the preconditions of the action c) is believed by agi

then, after the execution of c, L0 (the effect of c) is also believed by agi. Notice
that our representation of speech acts models only the dynamics of the mental
state of the agent the we are implementing. Executing a speech act may cause an
agent to have new beliefs (in its mental state), that are assumptions on what the
others believe but the agent cannot be sure that the others actually have those
beliefs. Law (3) states that when the preconditions of c are unknown to agi, after
the execution of c, it will consider unknown also its effects. Precondition laws
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specify mental conditions that make an action in C executable in a state. They
have form:

�(BagiL1 ∧ . . . ∧ BagiLn ⊃ 〈cagi〉�) (4)

agi can execute c when its precondition fluents are in agi’s belief state.
Get message actions are formalized as sensing actions, i.e. knowledge pro-

ducing actions whose outcome cannot be predicted before the execution. In fact,
from the perspective of the individual agent, expecting a message corresponds
to query for an external input, thus it is natural to think of it as a special case
of sensing. A get message action is defined by the inclusion axiom schema:

[get message(agi, agj , l)]ϕ ≡ [
⋃

speech act∈Cget message

speech act(agj , agi, l)]ϕ (5)

Intuitively, Cget message is a finite set of speech acts, which are all the possible
communications that agi could expect from agj in the context of a given con-
versation. Hence, the information that can be obtained is calculated by looking
at the effects of the speech acts in Cget message on agi’s mental state.

As a finale comment, in the operational interpretation of the language, (1) is
handled as a rewriting rule. From a declarative semantics point of view, the rule
is an axiom schema of the logic, hence its form. Intuitively, the set of formulas of
kind (2), (3) and (4) define the theory, while those of form (1) and (5) define the
characteristics of the multi-modal logic in which the formulas are interpreted.

Example 1. The following procedure axioms represent an implementation of the
protocol in Fig. 1 as the conversation policy that the customer agent (cus) must
use for interacting with the service provider (sp). Axioms implementing the query
subprotocol follow. Since the AUML protocol contains two roles, the customer
and the provider, the implementation must contain two views as well but for
brevity we report only the view of the customer (get cinema ticketC). Similarly
for the subprotocol for querying information: yes no queryQ implements the role
of the querier and yes no queryI the one of the responder2.

(a) 〈get cinema ticketC(cus, sp,movie)〉ϕ ⊂
〈yes no queryQ(cus, sp, available(movie));
Bcusavailable(movie)?; get info(cus, sp, cinema(c));
yes no queryI(cus, sp, pay by(credit card));
Bcuspay by(credit card)?; inform(cus, sp, cc number);
get info(cus, sp, booked(movie))〉ϕ

(b) 〈get cinema ticketC(cus, sp,movie)〉ϕ ⊂
〈yes no queryQ(cus, sp, available(movie));Bcusavailable(movie)? ;
get info(cus, sp, cinema(c));
yes no queryI(cus, sp, pay by(credit card));¬Bcuspay by(credit card)?〉ϕ

2 The subscripts next to the protocols names are a writing convention for representing

the role that the agent plays: Q stands for querier, I stands for informer, C for

customer.
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(c) 〈get cinema ticketC(cus, sp,movie)〉ϕ ⊂
〈yes no queryQ(cus, sp, available(movie));¬Bcusavailable(movie)?〉ϕ

(d) [get info(cus, sp, F luent)]ϕ ≡ [inform(sp, cus, F luent)]ϕ

Protocol get cinema ticketC works as follows: agent cus begins the interaction.
After checking if the requested movie is available by the yes no queryQ proto-
col, it waits for an information (get info) from the provider (sp) about which
cinema shows it. Then, the provider asks for a payment by credit card by us-
ing the yes no queryI protocol. If the answer if positive cus communicates the
credit card number and the confirmation of the ticket booking is returned to it,
otherwise clause (b) is selected, ending the conversation. Clause (c) tackles the
case in which the movie is not available; clause (d) describes get info, which is a
get message action. In the following the get answer and get start definitions are
instances of axiom schema (5): the right hand side of get answer represents all the
possible answers expected by cus from sp about Fluent, during a conversation
ruled by yes no queryQ.

(e) 〈yes no queryQ(cus, sp, F luent)〉ϕ ⊂
〈queryIf(cus, sp, F luent); get answer(cus, sp, F luent)〉ϕ

(f) [get answer(cus, sp, F luent)]ϕ ≡ [inform(sp, cus, F luent) ∪
inform(sp, cus,¬Fluent) ∪ refuseInform(sp, cus, F luent)]ϕ

(g) 〈yes no queryI(cus, sp, F luent)〉ϕ ⊂ 〈get start(cus, sp, F luent);
BcusFluent?; inform(cus, sp, F luent)〉ϕ

(h) 〈yes no queryI(cus, sp, F luent)〉ϕ ⊂ 〈get start(cus, sp, F luent);
Bcus¬Fluent?; inform(cus, sp,¬Fluent)〉ϕ

(i) 〈yes no queryI(cus, sp, F luent)〉ϕ ⊂ 〈get start(cus, sp, F luent);
UcusFluent?; refuseInform(cus, sp, F luent)〉ϕ

(j) [get start(cus, sp, F luent)]ϕ ≡ [queryIf(sp, cus, F luent)]ϕ

Given a set ΠC of action and precondition laws defining the agent agi’s
primitive speech acts, a set ΠSget of axioms for the reception of messages,
and a set ΠCP , of procedure axioms for specifying conversation protocols, we
denote by CKitagi the communication kit of an agent agi, that is the triple
(ΠC ,ΠCP ,ΠSget).

A domain description (DD) for agent agi, is a triple (Π, CKitagi , S0), where
CKitagi is agi’s communication kit, S0 is the initial set of agi’s belief fluents,
and Π is a tuple (ΠA,ΠS ,ΠP), where ΠA is the set of agi’s world action and
precondition laws, ΠS is a set of axioms for agi’s sensing actions, ΠP a set of
axioms that define the complex non-communicative behavior of the agent.

From a DD with the specifications of the interaction protocols and of the
relevant speech acts, a planning activity can be triggered by existential queries
of form 〈p1〉〈p2〉 . . . 〈pm〉Fs, where each pk (k = 1, . . . , m) may be an atomic
or complex action (a primitive speech act or an interaction protocol), executed
by our agent, or an external3 speech act, that belongs to CKitagi . In [3] we

3 By the word external we denote a speech act in which our agent plays the role of

the receiver.
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presented a goal-directed proof procedure for the language based on negation as
failure (NAF) which allows query of form 〈p1〉〈p2〉 . . . 〈pm〉Fs to be proved from
a given domain description and returns as answer an action sequence. A query of
the form 〈p1; p2; . . . ; pn〉Fs, where pi, 1 ≤ i ≤ n (n ≥ 0), is either a world action,
or a sensing action, or a procedure name, or a test, succeeds if it is possible to
execute p1, p2, . . . , pn (in the order) starting from the current state, in such a
way that Fs holds at the resulting state. In general, we will need to establish if
a goal holds at a given state. Hence, we will write:

a1, . . . , am � 〈p1; p2; . . . ; pn〉Fs with answer (w.a.) σ

to mean that the query 〈p1; p2; . . . ; pn〉Fs, i.e. 〈p1〉〈p2〉 . . . 〈pn〉Fs, can be proved
from the DD (Π, CKitagi , S0) at the state a1, . . . , am with answer σ, where σ is
an action sequence a1, . . . , am, . . . am+k which represents the state resulting by
executing p1, . . . , pn in the current state a1, . . . , am. ε denotes the initial state.

3 Protocol Conformance

In AUML a protocol is specified by means of sequence diagrams [27], which
model the interactions among the participants as message exchanges, arranged
in time sequences. The vertical (time) dimension specifies when a message is sent
(expected), the horizontal dimension expresses the participants and their roles.
The current proposal [17], enriches the set of possible operators of the language;
particularly interesting is the possibility of representing loops, calls to subpro-
tocols, and exit points. Generally speaking, given a protocol implementation it
would be nice to have a means for automatically verifying its conformance to the
desired AUML specification. The technique that we follow consists in turning
this problem into a problem of formal language inclusion. To this aim, given a
sequence diagram, we define a formal grammar which generates a language, that
is the set of all the conversations allowed by the diagram itself. The algorithm
used to this purpose is described in Section 3.1. On the other hand, given a
DyLOG implementation of a protocol, we define a language that is compared to
the previously obtained one: if the language obtained from the implementation is
included in the one obtained from the sequence diagram we conclude that a type
of conformance holds. We, actually, define three degrees of conformance (agent
conformance, agent strong conformance, and protocol conformance), character-
ized by different levels of abstraction from the agent private mental state, which
correspond to different ways of extracting the language from the implementation.
These definitions allow us to define which parts of a protocol implementation
must fit the specification and to describe in a modular way how the implemen-
tation can be enriched with respect to the specification, without compromising
the conformance. Such an enrichment is important when using logic agents, that
support sophisticated forms of reasoning.
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3.1 Turning an AUML Sequence Diagram into a Linear Grammar

In the following we show how it is possible to translate an AUML sequence
diagram, as defined in [17], into a grammar. Using the notation of [20], a grammar
G is a tuple (V, T, P, S), where V is a set of variables, T a set of terminals, P of
production rules, and S is the start symbol. By L(G) we will denote the language
generated by grammar G, i.e. the set of sentences in T ∗ that are generated
starting from S, by applying rules in P .

On the side of sequence diagrams we focus on the operators used to specify
FIPA protocols, which are: message, alternative, loop, exit, and reference to a
sub-protocol (see top of Fig. 1).

m m

alternative

loop [cond]

Protocol name

ref

:Customer :Service Provider

queryIf(available(movie))

inform(available(movie))

inform(~available(movie))

refuseInform(available(movie))

inform(cinema(c))

queryIf(pay_by(c_card))

refuseInform(pay_by(c_card))

inform(~pay_by(c_card))

inform(pay_by(c_card))

inform(cc_number)

inform(booked(movie))

alternative

alternative

yes_no_query

yes_no_query

Fig. 1. On top a set of AUML operators is shown. Below, on the left the sequence

diagram, representing the interaction protocol between a cinema booking service and

a customer, is reported with its corresponding production rules
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Algorithm 1 (Generating GpAUML
) The grammar construction is done in

the following way. We will denote by the variable last the most recently created
variable. Initially T and P are empty. Define the start symbol as Q0, initialize
last to Q0 and V := {Q0}, then, we apply the translation rules described by
cases hereafter, according to the sequence given by the AUML diagram:

– given a message arrow, labeled by m, create a new variable Qnew, V := V ∪
{Qnew}, T := T ∪{m}, P := P ∪{last −→ mQnew}, finally, set last := Qnew;

– given an exit operator, add to P a production last −→ ε, last :=⊥ (unde-
fined);

– given an alternative operator with n branches, apply to each branch the
grammar construction algorithm, so obtaining a grammar G′

i = (V ′
i , T ′

i , P
′
i , S

′
i)

with last′i being the last variable used inside that branch. Let us assume
that V ′

1 ∩ . . . ∩ V ′
n ∩ V = ∅ (it is sufficient to rename all variables in the

V ′
i ’s), then create a new variable Qnew. V := V ∪ V ′

1 ∪ . . . ∪ V ′
n ∪ {Qnew},

T := T ∪T ′
1 ∪ . . . T ′

n, P := P ∪P ′
1 ∪{last −→ S′

1}∪ . . .∪P ′
n ∪{last −→ S′

n},
moreover P := P ∪ {last′i −→ Qnew} for each i ∈ [1, n] such that last′i �=⊥,
and finally we set last to Qnew;

– given a loop, apply the grammar construction algorithm to its body, so ob-
taining a grammar G′ = (V ′, T ′, P ′, S′) with a value for last′. Let us as-
sume that V ′ ∩ V = ∅, then create Qnew, V := V ∪ V ′ ∪ {Qnew}, T :=
T ∪ T ′, P := P ∪ P ′ ∪ {Qlast −→ S′, last −→ Qnew} if last′ �=⊥ then
P := P ∪ {last′ −→ last}, and last := Qnew;

– given a subprotocol reference, apply the grammar construction algorithm to
the called subprotocol, so obtaining a grammar G′ = (V ′, T ′, P ′, S′) with a
value for last′. Let us assume that V ′ ∩ V = ∅, then increment new, create
Qnew, V := V ∪ V ′ ∪ {Qnew}, T := T ∪ T ′, P := P ∪ P ′ ∪ {Qlast −→ S′}, if
last′ �=⊥ then P := P ∪ {last′ −→ Qnew}, and last := Qnew;

Proposition 1. The set of conversations allowed by an AUML sequence dia-
gram is a regular language.

Proof. The Algorithm 1 produces a right linear grammars (variables appear only
at the rigth end of productions), so the generated language is regular [20].

By this translation we give to the set of conversations encoded by the se-
quence diagram a structural semantics (although no semantics is given to the
single speech acts). The grammar could, then, be translated into a finite-state
automaton, another formal tool often used to represent interaction protocols, as
mentioned in the introduction. As a last observation, the produced grammar may
contain redundancies and could be simplified using standard algorithms [20].

Consider, as an example, the sequence diagram in Fig. 1: it represents an
interaction protocol with two agent roles (Customer, cus, and Service Provider,
sp): the protocol rules the interaction of a cinema booking service with each of
its customers, and will be used as a running example along the paper. Suppose,
now, to have a DyLOG implementation of the specification given by the diagram.
The technique that we apply for verifying if it is conformant (w.r.t. the defini-
tions given in Section 3) to the specifications, intuitively works as follows. If
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we can prove that all the conversations produced by the implementation belong
to the language generated by the grammar into which the specification can be
translated (see Fig. 1), then the implementation can be considered conformant.

3.2 Three Degrees of Conformance

We have shown how AUML sequence diagrams can be translated into regular
grammars. By interpreting the problem of conformance as a problem of formal
language inclusion, we will describe a method for automatically verifying the
strongest of the three degrees of conformance (protocol conformance). The ver-
ification of protocol conformance is shown to be decidable and an upper bound
of its complexity is given.

Definition 1 (Agent conformance). Let D = (Π, CKitagi , S0) be a domain
description, pdylog ∈ CKitagi be an implementation of the interaction protocol
pAUML defined by means of an AUML sequence diagram. Moreover, let us define
the set

Σ(S0) = {σ | (Π, CKitagi , S0) � 〈pdylog〉� w. a. σ}

We say that the agent described by means of D is conformant to the sequence
diagram pAUML if and only if

Σ(S0) ⊆ L(GpAUML
) (6)

In other words, the agent conformance property holds if we can prove that every
conversation, that is an instance of the protocol implemented in our language (an
execution trace of pdylog), is a legal conversation according to the grammar that
represents the AUML sequence diagram pAUML; that is to say that conversation
is also generated by the grammar GpAUML

.
The agent conformance depends on the initial state S0. Different initial states

can determine different possible conversations (execution traces). One can define
a notion of agent conformance that is independent from the initial state.

Definition 2 (Agent strong conformance). Let D = (Π, CKitagi , S0) be a
domain description, let pdylog ∈ CKitagi be an implementation of the interaction
protocol pAUML defined by means of an AUML sequence diagram. Moreover, let
us define the set

Σ =
⋃
S

Σ(S)

where S ranges over all possible initial states. We say that the agent described
by means of D is strongly conformant to the sequence diagram pAUML if and
only if

Σ ⊆ L(GpAUML) (7)

The agent strong conformance property holds if we can prove that every con-
versation for every possible initial state is a legal conversation. It is obvious by
definition that agent strong conformance (7) implies agent conformance (6).
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Agent strong conformance, differently than agent conformance, does not de-
pend on the initial state but it still depends on the set of speech acts defined
in CKitagi . In fact, an execution trace σ is built taking into account test actions
and the semantics of the speech acts (defined by executability precondition laws
and action laws).

A stronger notion of conformance should require that a DyLOG implemen-
tation is conformant to an AUML sequence diagram independently from the
semantics of the speech acts. In other world, we would like to prove a sort of
“structural” conformance of the implemented protocol w.r.t. the corresponding
AUML sequence diagram. In order to do this, we define a formal grammar from
the DyLOG implementation of a conversation protocol. In this process, the par-
ticular form of axiom, namely inclusion axiom, used to define protocol clauses
in a DyLOG implementation, comes to help us.

Algorithm 2 (Generating Gpdylog
) Given a domain description (Π, CKitagi , S0)

and a conversation protocol pdylog ∈ CKitagi = (ΠC ,ΠCP ,ΠSget), we define the
grammar Gpdylog

= (T, V, P, S), where:

– T is the set of all terms that define the speech acts in ΠC ;
– V is the set of all the terms that define a conversation protocol or a get

message action in ΠCP or ΠSget;
– P is the set of production rules of the form p0 −→ p1p2 . . . pn where 〈p0〉ϕ ⊂

〈p1; p2; . . . ; pn〉ϕ is an axiom that defines either a conversation protocol (that
belongs to ΠCP) or a get message action (that belongs to ΠSget). Note that,
in the latter case, we add a production rule for each alternative speech act
in Cget message see (5), moreover, the test actions Fs? are not reported in the
production rules;

– the start symbol S is the symbol pdylog.

Let us define L(Gpdylog
) as the language generated by means of the grammar

Gpdylog
.

Proposition 2. Given a domain description (Π, CKitagi , S0) and a conversa-
tion protocol pdylog ∈ CKitagi = (ΠC ,ΠCP ,ΠSget), L(Gpdylog

) is a context-free
language.

Proof. The proposition follows from the fact that Gpdylog
is a context-free gram-

mar (CFG).

Intuitively, the language L(Gpdylog
) represents all the possible sequences of

speech acts (conversations) allowed by the DyLOG protocol pdylog independently
from the evolution of the mental state of the agent. For example, clause (a) of
get cinema ticketC presented in the previous section is represented as follows:

get cinema ticketC(cus, sp, movie) −→
yes no queryQ(cus, sp, available(movie))
get info(cus, sp, cinema(c))
yes no queryI(cus, sp, pay by(credit card))
inform(cus, sp, cc number)
get info(cus, sp, booked(movie))
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Definition 3 (Protocol conformance). Given a domain description DD =
(Π, CKitagi , S0), let pdylog ∈ CKitagi be an implementation of the interaction
protocol pAUML defined by means of an AUML sequence diagram. We say that
pdylog is conformant to the sequence diagram pAUML if and only if

L(Gpdylog
) ⊆ L(GpAUML

) (8)

We then interpret the verification of conformance as a containment of formal
languages problem; in particular, that a CFL is included in a regular language.
By doing so, we verify the structural matching of the implementation to the
specification.

Proposition 3. Protocol conformance (8) implies agent strong conformance
(7) and the latter implies agent conformance (6).

Proof. It is sufficient to prove that Σ ⊆ L(Gpdylog
). We give a sketch of proof.

Actually, let us consider the application of proof rule (1) and (4) in the proof of
(Π, CKitagi , S0)�ps〈pdylog〉� w.a. σ, it is possible to build a derivation pdylog ⇒∗
σ where each derivation step is determined by selecting the production rule that
is obtained from the inclusion axiom of the the corresponding rule (1) and (4)
that has been applied. This shows that σ ∈ L(Gpdylog

). The second part of the
proposition trivially derives from definitions.

Proposition 4. Protocol conformance is decidable.

Proof. Equation (8) is equivalent to L(Gpdylog
)∩L(GpAUML

) = ∅. Now, L(Gpdylog
)

is a CFL while L(GpAUML
) is a regular language. Since the complement of a reg-

ular language is still regular, L(GpAUML) is a regular language. The intersection
of a CFL and a regular language is a CFL. For CFLs, the emptyness is decidable
[20].

Proposition 4 tells us that an algorithm for verifying protocol conformance ex-
ists. In [13, 8] a procedure to verify the containment property of a CFL in a regu-
lar language is given, that takes O(|PGpdylog

|·|VGpAUML
|3) time and O(|PGpdylog

|·
|VGpAUML

|2) space.

Example 2. Let us consider the yes no queryI DyLOG procedure, presented in
Section 2.2, clauses (g)-(j). In the case in which Fluent holds available(movie),
Algorithm 2 produces the following grammar Gyes no queryI dylog

:

yes no queryI(cus, sp, available(movie)) −→
get start(cus, sp, available(movie)) refuseInform(cus, sp, available(movie))

yes no queryI(cus, sp, available(movie)) −→
get start(cus, sp, available(movie)) inform(cus, sp, available(movie))

yes no queryI(cus, sp, available(movie)) −→
get start(cus, sp, available(movie)) inform(cus, sp,¬available(movie))

get start(cus, sp, available(movie)) −→
queryIf(cus, sp, available(movie))
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It is easy to see that the language produced by it is the following and that it
contains three possible conversations:

L(Gyes no queryI dylog
) = {

queryIf(cus, sp, available(movie))refuseInform(cus, sp, available(movie)),
queryIf(cus, sp, available(movie))inform(cus, sp, available(movie)),
queryIf(cus, sp, available(movie))inform(cus, sp,¬available(movie)) }

The grammar Gyes no queryI AUML
, obtained starting from the AUML specification

of the protocol, is similar to the one shown in Fig. 1, productions from Q1 through
Q7, where Q7 produces ε instead of Q8. The language L(Gyes no queryI AUML

) con-
tains the same conversations of L(Gyes no queryI dylog

), therefore the protocol con-
formance trivially holds. This is a structural conformance, in the sense that no
information about the agent private state is taken into account nor the semantics
of the speech acts is.

Now, the speech acts might have different semantics (different preconditions
or effects); for instance, we can imagine two inform implementations, the first
can be executed when the informer knows a certain fact, the other when it
knows a fact and it believes that the querier does not know it. Depending on its
semantics, an inform act might or might not be executed in a given agent mental
state. Thus, generally, the interaction dynamics of the speech act semantics
and the agent belief states might enable or disable conversations even when
using the same agent policy. Nervertheless, since protocol conformance holds,
by Proposition 3 we can state that the obtained conversations will always be
legal w.r.t. the AUML specification; the private information of the agent and the
semantics of the speech acts will, at most, reduce the set of possible conversations
but they will never introduce new, uncorrect sequences.

4 Conclusions and Related Work

In this work we face the problem of verifying if the implementation of an inter-
action protocol as an internal policy of a logic-based agent is conformant to the
protocol abstract specification, in the special case of DyLOG agents implementing
AUML specifications. We have taken advantage from the logical representation
of protocols in DyLOG as inclusion axioms, by interpreting the conformance
problem as a problem of language inclusion.

Verifying the conformance of protocol implementations is a crucial problem
in an AOSE perspective, that can be considered as a part of the process of engi-
neering interaction protocols sketched in [21]. In this perspective the techniques
discussed along our paper, actually, suggest a straightforward methodology for
directly implementing protocols in DyLOG so that conformance to the AUML
specification is respected. In fact, we can build our implementation starting from
the grammar GpAUML , and applying the inverse of the process that we described
for passing from a DyLOG implementation to the grammar Gpdylog

. In this way
we can obtain a skeleton of a DyLOG implementation of pAUML that is to be



210 M. Baldoni et al.

completed by adding the desired ontology for the speech acts and customized
with tests. Such an implementation trivially satisfies protocol conformance and,
then, all the other degrees of conformance.

The problem of checking the agent conformance to a protocol in a logical
framework has been faced also in [12]. In [12] agent communication strategies
and protocol specification are both represented by means of sets of if-then rules
in a logic-based language, which relies on abductive logic programming. A notion
of weak conformance is introduced, which allows to check if the possible moves
that an agent can make, according to a given communication strategy, are legal
w.r.t. the protocol specification. The conformance test is done by disregarding
any condition related to the agent private knowledge, which is not considered
as relevant in order to decide weak conformance. On this respect, our notion
of conformance is similar to the notion of agent weak conformance described
above. However, our approach allows to tackle a broader class of protocols: we
are not restricted to protocols that sequentially alternate the dialogue moves
of the agents. Furthermore, while in [12] conformance avoids to deal with the
dialogue history, our notion of conformance takes into account the whole context
of the conversation, due to the fact that it considers sequences of dialogue acts.
This can be done thanks to the modal logic framework, which allows to naturally
deal with contexts.

Moreover, our framework allows us to give a finer notion of conformance,
for which we can distinguish different degrees of abstraction with respect to the
agent private mental state. This allows us to decide which parts of a protocol
implementation must fit the protocol specification and to describe in a modu-
lar way how the protocol implementation can be enriched with respect to the
protocol specification, without compromising the conformance. Such an enrich-
ment is important when using logic agents, whose ability of reasoning about the
properties of the interactions among agents before they actually occur, may be
a powerful tool for supporting MAS designers.

So far we have focussed on the conformance of the policies of a single agent to
a protocol specification. A current research issue that we are studying concerns
the conditions by which our notion of conformance can be proved compositional.
Intuitively, given two agent policies that are conformant to the same protocol
and that encode the different roles foreseen by it, it would be interesting to prove
that the actual interaction of the two agents will also be conformant.

Some authors (e.g. [29]) have proposed a different approach to agent commu-
nication, the social approach, in which communicative actions affect the “social
state” of the system, rather than the internal states of the agents. The social state
records the social facts, like the permissions and the commitments of the agents,
which are created and modified along the interaction. Different approaches en-
able different types of properties to be proved [19]. For instance the mental ap-
proach is not well suited for the verification of open multi-agent systems, where
the history of communications is observable, but the internal states of the single
agents may not be accessed [29]. Therefore the social approach is taken in works
such as the one in [1], where an open society of agents is considered and the prob-
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lem of verifying on the fly the compliance of the agents’ behavior to protocols
specified in a logic-based formalism (Social Integrity Constraints) is addressed
by taking the point of view of an external entity that detects faulty behaviors.

Acknowledgement. The authors would like to thank Dr. Giuseppe Berio for
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Abstract. This paper proposes an implementation of an information

agent in a new form of abductive logic programming called global ab-
duction [11]. We consider an information agent which performs not only

information gathering, but also actions which update the outside world.

However, since the success of the actions is not guaranteed, the agent

might encounter a failure of some action. In this case, the agent needs to

modify an alternative plan with consideration to the side-effects caused

by the already-executed actions. In this paper, we solve the problem of

such plan modification by using global abduction. Global abduction is a

new form of abduction whose abducibles can be referred to in any search

path once abduced. This mechanism is used to propagate information

about already-executed actions so that we can modify an alternative plan

to accommodate side-effects caused by the already-executed actions.

1 Introduction

Thanks to the Internet, human activity within cyber-space has become accel-
erated and sometimes beyond one’s ability to control. Therefore, support by
information agents has become very important. However, current research on
information agents is mainly limited to “information gathering” which aids one
element of human activity within the cyber-space. Another important aspect of
information manipulation is updating outside information sources such as mak-
ing online-reservations or ordering a product online. The most distinguishing
property of such updating actions is that they may include side-effects to the
outside world and therefore these updates may influence the agents’ subsequent
activity.

To make things more complicated, there are a lot of uncertainties on the
success of such updates. In other words, even though agents can make a plan
to achieve a given goal, they cannot guarantee that the plan will always be
successful since they may rely on some assumptions about the outside world. For
example, suppose that an agent makes a schedule for a user’s trip abroad. The
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agent would create a plan to ask an airplane company to make a reservation of a
flight and to ask a hotel to make a reservation for the accommodation. However,
one of these reservations might fail since we do not know whether there are any
vacancies on the flight or the hotel. This means that there might be a failure
of information manipulation activity and therefore, we need to modify the plan
upon failure. However, already-executed actions might cause side-effects and we
need to care about such side-effects when we consider an alternative plan.

In this paper, we use the following motivating example:

1. An agent is asked to buy a good book on the subject of computers using a
credit card “card1” or “card2”.

2. We assume that the bank account associated with the credit card might not
contain enough money to buy the book.

3. The agent makes a plan which consists of logging-in to a site selling books
and searching for a book on the subject of computers, and purchasing a copy
with a credit card.

4. The agent logs in to a site selling books (called “amazon”) with a user ID
associated with a credit card.

5. Suppose that the agent logs in as the user of credit card “card1”.
6. The agent asks for a good book on the subject of computers to the “amazon”

site and the site returns information about a book (named “linux”).
7. The agent tries to purchase a copy of the book using the credit card “card1”.
8. It turns out that the bank account for “card1” cannot be used because the

account does not contain enough money to buy the book.
9. The agent backtracks to make an alternative plan to purchase the book by

using the other credit card “card2”.
10. However, the agent has to log-in with a user ID associated with “card2”. We

assume that the system does not allow double logging-in and so, the agent
must log-out first and then log-in to “amazon” again as the user of “card2”.

11. Since the agent already knows about a good book on computers (“linux”),
the agent avoids searching for the book again.

12. The agent directly proceeds to purchase the book by using the credit card
“card2”.

The characteristics of a problem class considered in this paper are as follows:

– There is a failure in the plan (authorization of “card1”) which could not
have been anticipated when the plan was first executed.

– An agent makes actions with side-effects (an agent logs-in as the user of
“card1”).

– An agent changes the plan on the fly when failure occurs.
– An agent must consider the side-effects from the already-executed actions

when changing the plan (an agent logs-out as the user of “card1” and then
logs-in as another user associated with “card2”).

– An agent can make use of these side-effects in the changed plan (a result of
search of a book on the computer is reused).
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There are many research issues involved in making an agent do tasks such as
the above.

– How to propagate the information gained from already-executed actions in
one plan to alternative plans?

– How to identify the exact situation when the failure in execution of the plan
occurs?
(In the working example, the agent itself had to figure out whether the agent
had already logged in or not.)

– How to make a new plan at the failure point?
(e.g. what does the agent do in order to purchase the book when it turns
out that “card1” is not authorized?)

– What are the semantics for this agent’s behaviour in order to consider the
correctness of the agent’s internal mechanism?

We solve the above problem by introducing a new form of abduction in logic
programming called global abduction [11]. In the previous abductive logic pro-
gramming framework (see [6] for a comprehensive survey), we use abduction
to complement unknown information when the derivation of a goal needs such
hypotheses. However, these hypotheses are valid only in the derivation path to
achieve the goal and there is no influence on the other search path. We call this
type of abduction local abduction.

For global abduction, we introduce a global belief state, a store of global
information, which can be accessed from any search path, and two annotations,
announce(P ) and hear(P ). announce(P ) asserts a ground literal P in the global
belief state. After announce(P ) is executed, P becomes true globally as if it was
asserted in the beginning of the execution. This means P is abduced not only
in the search path where the announcement is done, but also propagated to the
other search paths as if it were true in the beginning. hear(P ) is used to see the
truth value of P in a global belief state. If P has already been announced in the
global belief state by announce(P ), hear(P ) is succeeded. If the complement of P
has already been announced in the global belief state, hear(P ) fails. Otherwise,
the execution related with hear(P ) is suspended and other derivation path will
be traversed.

Using global abduction, we can solve the above problem class as follows.

– How to propagate already-executed actions in one plan to another plan? ⇒
These actions are regarded as abducibles for global abduction. Every time
an action with side-effects is performed, information about such actions is
propagated to other alternative plans by announcing these abducibles.

– How to identify the exact situation when the failure in execution of the plan
occurs? ⇒ By hearing abducibles representing already-executed actions, we
can detect these actions and simulate these actions in alternative paths to
modify a new plan.

– How to make a new plan at the failure point? ⇒ We consider an alternative
plan by backtracking to the choice point and modify the alternative plan if
necessary according to the side effects of the already-executed actions.
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– What are the semantics for this agent behaviour to talk about the correct-
ness of the agent’s internal mechanism? ⇒ We use the semantics of global
abduction called “all’s well that ends well (AWW) principle” which
means that if we add the last set of abduced atoms to the initial program,
the same result is derived by the usual SLDNF procedure.
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Fig. 1. Plan Execution with Plan Modification upon Failure

One of the key ideas presented in this paper is plan modification. In Fig. 1, we
show how to execute a plan with plan modification upon failure. We select a plan
from a plan-library to achieve a given goal. Then, we check whether there exist
the past executed actions. If such past actions exist, we modify the plan according
to plan modification rules. After a modification, we execute a modified plan and
record actions during the plan execution. If an action in the plan fails, then
we select another plan and modify the plan according to the already-executed
actions. We iterate through the above process until all the execution of actions
in the plan are performed. This is a different modification method from the
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one considered in [9]. In [9], they consider generating a modified plan from the
current plan using action-effect rules while we use plan modification rules which
directly modify a plan without action-effect rules.

We implement this idea by global abduction in logic programming. We back-
track to the choice point upon failure of actions and then consider an alternative
plan. However, there might be some side-effects which influence the alternative
plan. If so, we modify an alternative plan to accommodate these side-effects.
To check such side-effects, we announce the already-executed actions in other
alternative paths by global abduction. Then, in other alternative paths, we refer
to these actions using hearing literals, and consider a modification of alternative
plans.

The structure of the paper is as follows. In Section 2, we review (slightly
modified) framework of global abduction and show a solution of the motivating
example using global abduction. Then, we review semantics of the framework and
a correct proof procedure of the framework w.r.t. the semantics. In Section 3, we
show an execution trace of the motivating example. In Section 4, we discuss the
related works, and we summarize our contributions and discuss future research
in Section 5.

2 Global Abduction

We give an adapted formalization of global abduction used for a solution of the
working example. The difference between global abduction in [11] and this paper
is that we introduce a “cut” operator1 and omit integrity constraints and impose
an evaluation strategy of goals which are used in PROLOG; a depth-first search
with right-to-left evaluation of the body of the rule and top-to-bottom trial over
rules.

2.1 Framework of Global Abduction

Definition 1. A global abductive framework GA is the following tuple 〈B,P〉
where

– B is a set of predicates called belief predicates.
Let A be an atom with belief predicate. We call A a positive belief literal, or
a belief atom and ¬A a negative belief literal. We call a literal of the above
form belief literal. Let Q be a belief literal. We introduce annotated liter-
als announce(Q) and hear(Q) called announcing literal and hearing literal
respectively. We say that announce(Q) contains Q and hear(Q) contains Q.

– P is a set of rules of the form:

H: −B1, B2, ..., Bn.

1 Note that in [11], we show how to implement “cut” in global abduction with integrity

constraints. Thus, the introducing “cut” does not cause any extra control mechanism.

In this paper, however, we omit the detail for simplicity.
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where
• H is an ordinary atom which is neither an annotated literal, an equality

literal nor a belief literal.
• each of B1, ..., Bn is an ordinary atom, or an annotated literal, or an

equality literal of the form t = s, or a disequality literal of the form t �= s
or ’!’ (called a cut operator).

We call H a head denoted as head(R) and B1, ..., Bn a body denoted as
body(R). If there are no atoms in the body, body(R) = ∅.

Intuitively, annotated literals have the following meaning.

– For global abduction, we introduce a global belief state, a store of global
information, which can be accessed from any search path.

– Announcing literal announce(L) is an assertion of a ground positive/negative
belief L to the global belief state. This means while we traverse a search space
to achieve a goal, some of the facts are added by the program itself. Then,
from another search path, we can access this addition using a hearing literal.
Therefore, L is “globally” abduced by announce(L).

– Hearing literal hear(L) is a check of a ground positive/negative belief L in
the current belief state. If L is included in the current belief state, hear(L)
coincides with the truth value of L w.r.t. the current belief state. Else if
L is not included in the current belief state, the truth value of hear(L) is
undefined and the evaluation is postponed.

The following program shows a solution to the motivating example of book
purchase2

Example 1. Rules for plan generation:

plan(Genre,card1,Plan):-
modify_plan(

[login(id1),book_search(Genre,Book),purchase(Book,card1)],
Plan).

plan(Genre,card2,Plan):-
modify_plan(

[login(id2),book_search(Genre,Book),purchase(Book,card2)],
Plan).

The above rules represent two alternative plans that an agent logs in either as
id1 (associated with card1) or id2 (associated with card2) and then searches
for a book on the genre specified as Genre. However, we have to check whether
there were any previous actions which influence the current plan. If so, we make
a plan modification according to the following rules.

2 Note that a string starting with an upper case is a variable and a string starting

with an lower case is a constant.
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Rules for Plan Modification

modify_plan([],[]):-!.

modify_plan([login(ID)|Plan],[login(ID)|RevisedPlan]):-
hear(logged_in(ID1)),ID=/=ID1,hear(logged_out(ID1)),!,
modify_plan(Plan,RevisedPlan).

modify_plan([login(ID)|Plan],[logout(ID1),login(ID)|RevisedPlan]):-
hear(logged_in(ID1)),ID=/=ID1,!,
modify_plan(Plan,RevisedPlan).

modify_plan([login(ID)|Plan],[login(ID)|RevisedPlan]):-!,
modify_plan(Plan,RevisedPlan).

modify_plan([book_search(Genre,Book)|Plan],RevisedPlan):-
hear(book_searched(Genre,Book)),!,
modify_plan(Plan,RevisedPlan).

modify_plan([book_search(Genre,Book)|Plan],
[book_search(Genre,Book)|RevisedPlan]):-!,

modify_plan(Plan,RevisedPlan).

modify_plan([purchase(Book,Card)|Plan],
[purchase(Book,Card)|RevisedPlan]):-!,

modify_plan(Plan,RevisedPlan).

For a plan for the login action, we firstly ensure that the agent currently does
not log in as another ID. If there is a history that the agent logged in, we also
check that the agent has already logged out. If so (in the second rule), there is
no modification in a plan so that the agent directly logs in, otherwise (in the
third rule), we add the logout action before logging in. If there is no such history
(in the fourth rule), we do not need to change the plan 3

The fifth and sixth rules are for an action of searching for a book. The fifth
rule is a deletion of redundant search of a book. If a book has already been
searched for the genre Genre, the agent no longer searches for another book for
the genre. We use a hearing literal for book searched(Genre,Book) for such a
check. If a book has already been searched for, we modify the plan by deleting
the action of search. Otherwise, we do not need to change the plan. Note that
since we adopt the top-bottom trial strategy, we should check in the first place
whether the search of a book has been done so that we can guaranteed that
there has been no such search when we execute the sixth rule.

The seventh rule is for an action of buying a book. We could put another
rule to avoid the redundant purchase like search action, but we omit the rule for
simplicity.

3 Precisely speaking, if we have a history of multiple log-ins, we need to keep a cor-

respondence between log-in’s and log-out’s. However, we do not consider here for

simplicity.
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Rules for execution:

execute([]):-!.
execute([login(ID)|Plan]):-

login(ID),execute(Plan).
execute([logout(ID)|Plan]):-

logout(ID),execute(Plan).
execute([book_search(Genre,Book)|Plan]):-

book_search(Genre,Book),execute(Plan).
execute([purchase(Book,Card)|Plan]):-

purchase(Book,Card),execute(Plan).

Rule for logging-in amazon site:

login(ID):-!,
announce(action(login(ID))@amazon),announce(logged_in(ID)).

announce(action(login(ID))@amazon) expresses that an action of logging-in
to amazon as ID and its history is recorded as logged in(ID) by announcing it
by global abduction.

Rule for logging-out from amazon site:

logout(ID):-!,
announce(action(logout(ID))@amazon),announce(logged_out(ID)).

Rule for searching books:

book_search(Genre,Book):-
hear(book_search(Genre,Book)@amazon),!,
announce(book_searched(Genre,Book)).

In this action, the search command is dispatched to amazon site and wait till the
site returns a book information. When the information is returned, the agent
announces it by global abduction of book searched(Genre,Book).

Rule for purchasing a book:

purchase(X,CARD):-
hear(authorize(CARD)@checker),!,
announce(action(purchase(X,CARD))@amazon).

The above rule checks whether the credit card CARD is authorized or not, if not,
it simply fails and otherwise, we submit a purchase command to amazon.

2.2 Semantics for Global Abduction

In this subsection, we briefly explain the semantics of global abduction. Readers
who would like to know the detail of the semantics, see [11].

We use the three-valued semantics of logic programs [1, 10] since the truth
value of the belief literals can be undefined when the current belief state does
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not decide their truth values. We extend the three-valued least model so that
the semantic of the global abduction are indexed w.r.t. a belief state. A belief
state BS is the set of belief literals which represents agent’s belief. We define
truth-values of belief literals w.r.t. BS as follows:

– If a literal L in BS, L is said to be true w.r.t. BS.

– If the complement of a literal L in BS, L is said to be false w.r.t. BS.

– Otherwise L is said to be undefined w.r.t. BS.

Let P be sets of rules. We firstly replace announce(L) and hear(L) by a
corresponding belief literal L. We denote a set of ground rules obtained by
replacing all the variables in every rule of the resulting program by every term
in the language as ΠP . Then, we translate ΠP into another program ΠBS

P which
is reduced by BS as follows.

– We delete every rule in the program ΠP which contains a false belief literal
w.r.t. BS in the body.

– We delete every true literal w.r.t. BS and replace every undefined literal
w.r.t. BS by a special atom undef in the body of the remaining rules.

We assume that the truth value of undef is always “undefined”.
We also drop the “cut” operator since it does not influence the correctness

of the program. Then, the reduced program ΠBS
P is a normal logic program

which may have undef in the body. Then, we follow the three-valued least model
semantics [1] to give the truth value of an ordinary ground atom. We say that
the three-valued least model of ΠBS

P is the assumption-based three-valued least
model of P w.r.t. BS.

2.3 Proof Procedure

In this section we give a proof procedure which is correct in the above seman-
tics. The execution of global abductive framework is based on process reduction.
Intuitively, processes are created when a choice point of computation is encoun-
tered like case splitting. A process terminates successfully if all the computation
is done and the belief literals used in the process are not contradictory with the
last belief state. As the subsequent theorem shows, if we reflect the last belief
state BS to the program P by considering ΠBS

P , then the same result is obtained
by usual SLDNF procedure. Therefore, we call this principle “all’s well that ends
well (AWW)” principle in that we talk about the correctness at the last belief
state when we get an answer.

In the procedure, we reduce an active process into a new process. Reduction
for an ordinary atom is a usual goal reduction in logic programming and reduc-
tion for an announcing literal corresponds with an update of the belief state and
reduction for a hearing literal corresponds with an inquiry to the belief state.

Updating the belief state by an announcing literal may result in the suspen-
sion of the current executed process and change of the execution to an alternative
process.
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Preliminary Definitions

We define the following for explanation of the proof procedure.

Definition 2. A process is the following tuple 〈GS,BA,ANS〉 which consists
of

– GS: a set of atoms to be proved called a goal set.
– BA: a set of ground belief literals called belief assumptions.
– ANS: a set of instantiations of variables in the initial query.

A process expresses an execution status in a path in the search tree. The intuitive
meaning of the above objects is as follows:

– GS expresses the current status of computation.
– BA is a set of belief assumptions used during a process.
– ANS gives an answer for variables in the initial query.

We use the following two sets for process reduction.

Definition 3.

– A process set PS is a set of processes.
– A current belief state CBS is a belief state.

PS is a set of processes which express all the alternative computations con-
sidered so far, and CBS is the current belief state which expresses the agent’s
current belief.

Definition 4. Let 〈GS,BA,ANS〉 be a process and CBS be a current belief
state. A process is active w.r.t. CBS if for every L ∈ BA, L is true in CBS
and a process is suspended w.r.t. CBS otherwise.

If BA contradicts CBS, the execution of process is considered to be useless at
the current belief state and therefore, the process will be suspended.

Description of Proof Procedure

In the following reduction, we specify only changed PS, CBS as NewPS,
NewCBS; otherwise each PS,CBS is unchanged. We modified the proof proce-
dure in [11] to impose a PROLOG-like evaluation strategy in order to use “cut”
operator.

Initial Step: Let GS be the initial goal set.
We give 〈GS, ∅, ANS〉 to the proof procedure where ANS is a set of variables
in GS. That is, PS = {〈GS, ∅, ANS〉}. and let CBS be the initial set of belief
literals.

Iteration Step: Do the following.
Case 1 If there is an active process 〈∅, BA,ANS′〉 w.r.t. CBS in PS, return

instantiation for variables ANS′ and the current belief state CBS.
Case 2 If PS is empty, return “failure”.
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Case 3 Select the most recently added active process 〈GS,BA,ANS〉 w.r.t.
CBS from PS and select a left-most literal L (an ordinary atom, or an
equality atom, or a disequality atom, or an annotated literal or “cut”
operator) in GS which satisfies one of the conditions in the following
subcase. If there is no such process, return “floundering”.
Let PS′ = PS − {〈GS,BA,ANS〉} and GS′ = GS − {L}.
Case 3.1 If L is an ordinary atom,

append the following processes to PS′ to from NewPS:
{〈({body(R)} ∪ GS′)θ,BA,ANSθ〉|

R ∈ P and ∃most general unifier(mgu) θ s.t. head(R)θ = Lθ}
in the order of matched rules in the program.

Case 3.2 If L is an equality atom t = s,
Case 3.2.1 if there is an mgu θ between t and s, then NewPS =

{〈GS′θ,BA,ANSθ〉} ∪ PS′

Case 3.2.2 else if there is no such mgu, then NewPS = PS′.
Case 3.3 If L is an disequality atom t �= s, and t and s are ground

terms,
Case 3.3.1 if t and s are different ground terms then NewPS =

{〈GS′, BA,ANS〉} ∪ PS′

Case 3.3.2 else if t and s are identical terms, then NewPS = PS′.
Case 3.4 If L is a hearing literal hear(Q) and there is a ground instance

of Q in CBS, then NewPS = {〈GS′, BA ∪ {Q}, ANS〉} ∪ PS′.
Case 3.5 If L is a ground announcing literal announce(A), then

NewPS = {〈GS′, BA ∪ {A}, ANS〉} ∪ PS′, and
NewCBS = CBS\{A} ∪ {A}.

Case 3.6 If L is the “cut” operator “!”, then we delete all alternatives
reduced to the body of alternative rules competing with the rule
which contains the above cut.

”All’s Well that Ends Well (AWW)” Principle

The following theorem shows correctness of the above procedure. The theorem
intuitively means that when we receive an answer of execution, the answer is
correct in the assumption-based three-valued model w.r.t. the program and the
final belief state. This is an idea of AWW principle.

Let ANS′ be an instantiation of the variables and GS be the initial goal. We
write GS ◦ANS′ as the goal obtained from GS by replacing variables in GS by
corresponding term in ANS′. Let M be the assumption-based least three-valued
model of the program w.r.t. a belief state. and {L1, ..., Ln} be a set of ground
literals. We write M |= {L1, ..., Ln} if Li is true in M .

Theorem 1. Let GA be a global abductive framework 〈B,P〉. Let GS be an
initial goal set. Suppose that an instantiation of the variables ANS′ and the
current belief state CBS are returned. Let M be the assumption-based three-
valued model of P w.r.t. CBS. Then, M |= GS ◦ ANS′.

A proof of Theorem 1 can be found in [11].
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3 Execution of Global Abduction

We show an execution trace of Example 1 using the above proof procedure. Since
no belief literal changes its truth-value once announced in the example, we omit
belief assumptions of a process, and show only goal sets.

1. The agent starts from the following initial goal meaning that the agent firstly
makes a plan and then executes the plan.
plan(computer,Card,Plan),execute(Plan)

2. The goal is reduced to two alternative plans. Firstly, the agent considers the
following goal of a plan using the credit card card1.
modify plan(
[login(id1),book search(computer,Book),purchase(Book,card1)],
Plan),

execute(Plan)
3. To check whether the agent should modify the plan related with logging-in

action, the agent checks the three rules for the logging-in action, but since
there is no information that the agent logged-in, the first and the second rules
are suspended and the third rule is selected and the plan is not modified.
!,modify plan(
[book search(computer,Book),purchase(Book,card1)],
RevisedPlan),

execute([login(id1)|RevisedPlan])
4. By executing a cut “!”, the suspended goals associated with the first and the

second rules of logging-in is deleted.
modify plan(
[book search(computer,Book),purchase(Book,card1)],
RevisedPlan), execute([login(id1)|RevisedPlan])

5. To check whether the agent has to modify the plan related with searching
for a book, the agent first checks by using hearing literal in the first rule of
searching for books whether a book search has been already performed or
not. This time there is no such information about the current belief state,
and so, the first rule of searching for books is suspended and the second rule
is used to reduced the goal.
!,modify plan([purchase(Book,card1)],RevisedPlan1),
execute([login(id1),book search(computer,Book)|RevisedPlan1])

6. By executing a cut “!”, the suspended goals associated with the first rule of
searching for books is deleted.
modify plan([purchase(Book,card1)],RevisedPlan1),
execute([login(id1),book search(computer,Book)|RevisedPlan1])

7. Since there is no modification rule of the purchase action, we reduce the goal
without any modification of the action.
execute(
[login(id1),book search(computer,Book),purchase(Book,card1)])

8. The agent logs in as id1.
login(id1),
execute([book search(computer,Book),purchase(Book,card1)])
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9. The agent executes an action of logging-in by sending a login command to
amazon, and announcing a history of the logging-in as id1.
!,announce(action(login(id1))@amazon),announce(logged in(id1)),
execute([book search(computer,Book),purchase(Book,card1)])

10. The agent executes a book-search action.
book search(computer,Book),execute([purchase(Book,card1)])

11. To search for a book, the agent asks amazon whether there is a good book
on computer by the hearing predicate of

book search(computer,Book)@amazon,
and then announces a history that the agent knows about a good book on
computer.
hear(book search(computer,Book)@amazon),
!,announce(book searched(computer,Book)),
execute([purchase(Book,card1)])

12. We assume that amazon returns a book linux. Then, the agent purchases
the book with card1.
purchase(linux,card1),execute([])

13. To purchase the book titled linux, the agent needs to ask a checker agent
in order to confirm that card1 is authorized.
hear(authorize(card1)@checker),
!,announce(action(purchase(linux,card1))@amazon),
execute([])

14. Suppose that this plan is failed because the payment of card1 is not autho-
rized.

15. The agent backtracks to the other alternative plan in that the agent uses
card2. So, the agent checks whether there is a need of modification of an
alternative plan by the already-executed action.
modify plan(
[login(id2),book search(computer,Book),purchase(Book,card2)],
Plan), execute(Plan)

16. The agent checks whether he has already logged in and logged out.
hear(logged in(ID1)),id2=/=ID1,hear(logged out(ID1)),
!,modify plan(
[book search(computer,Book),purchase(Book,card2)],
RevisedPlan), execute([login(id2)|RevisedPlan])

17. The above goal is suspended since there is no information about
hear(logged out(id1)) and the agent checks the second rule for logging-in.
hear(logged in(ID1)),id2=/=ID1,
!,modify plan(
[book search(computer,Book),purchase(Book,card2)],
RevisedPlan), execute([logout(ID1),login(id2)|RevisedPlan])

18. In this case, since the agent has not logged out from amazon site, the
agent adds the action of logging-out as id1 before logging-in as id2. This

expresses a plan modification mechanism with the consideration

of already-executed action. By the cut operation, the first alternative is
removed.
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modify plan(
[book search(computer,Book),purchase(Book,card2)],
RevisedPlan), execute([logout(id1),login(id2)|RevisedPlan])

19. The agent checks whether he has already known a good book on computer
by using the hearing predicate.
hear(book searched(computer,Book)),
!,modify plan([purchase(Book,card2)],RevisedPlan),
execute([logout(id1),login(id2)|RevisedPlan])

20. This time the agent has already known a good book linux so, we remove the
book-search action from the plan. This also represents a plan modifica-

tion mechanism with the consideration of already-executed action.

In this case, in stead of adding an action, we delete a redundant

action.

modify plan([purchase(linux,card2)],RevisedPlan),
execute([logout(id1),login(id2)|RevisedPlan])

21. Since there is no modification rule of the purchase action, we reduce the goal
without any modification of the action.
execute([logout(id1),login(id2),purchase(linux,card2)])

22. The agent logs out from amazon by id1.
logout(id1),execute([login(id2),purchase(linux,card2)])

23. The agent executes an action of logout by sending a logout command to
amazon, and announcing a history of the logging-out as id1.
!,announce(action(logout(id1))@amazon),announce(logged out(id1)),
execute([login(id2),purchase(linux,card2)])

24. The agent logs into amazon as id2.
login(id2),execute([purchase(linux,card2)])

25. The agent executes an action of logging-in by sending a login command to
amazon, and announcing a history of the logging-in as id2.
!,announce(action(login(id2))@amazon),announce(logged in(id2)),
execute([purchase(linux,card2)])

26. Thanks to plan modification, the agent no longer needs to search for a book
again and he can proceed to the action of purchase of the book.
purchase(linux,card2),execute([])

27. To purchase a book linux, the agent needs to ask a checker agent to confirm
that card2 is authorized.
hear(authorize(card2)@checker),
!,announce(action(purchase(linux,card2))@amazon),
execute([])

28. Suppose that authorizing the card is succeeded, then the agent dispatches a
purchase command to amazon with the credit card card2.
announce(action(purchase(linux,card2))@amazon),execute([])

29. Finally, there is no action which should be performed and the agent accom-
plishes the purchase of the book.
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4 Related Work

There are some previously published works on information manipulation [7, 2]
which consider not only information gathering (or in other words, sensing) but
also actions.

Golden [2] handles information under the open-world assumption and intro-
duces “local closed world information”(LCW) which temporarily make a closed
world assumption which can be later revoked. They show how LCW can avoid
redundant information gathering. However, they do not consider any replanning
upon failure.

Knoblock [7] discusses replanning in information gathering. However, he only
considers actions with regard to information access to other servers without
side-effects. A replan is only for accessing other information sources upon failure
caused by a system-down of one information sources and therefore, it does not
perform any complex replanning.

There are a lot of works relating with cognitive robotics [3, 8, 12, 13] which
could be applied to the example considered here. Although the above works
are aimed at rigorous semantics, they do not seem to care about efficiency very
seriously and the replanning is usually made from scratch again after identifying
the current situation. As pointed out in the Introduction, our framework of plan
modification is different from the one considered in [9]. In [9], they consider
a modified plan from the existing plan using action-effect rules whereas we use
plan modification rules which can directly modify rules. Therefore, the argument
in [9] on the replanning from scratch and plan modification is not applied here.

Hayashi et al. [4, 5] give a framework for agents which perform planning,
make actions with side effects and repair plans on the fly in a Hierarchical Task
Network (HTN) planning. In their work, every time an action with side effects
is performed,

– for an undoable action, undoing action sequences will be inserted in the
beginning of every alternative plan,

– alternative plans which is incompatible with side effects will be deleted,
– and if there are alternative plans with the same action in the beginning, the

action will be deleted in these plans to avoid redundant action.

The difference between their work and ours is that they only consider undoing
of the action or deletion of redundant action in the beginning of alternative
plans for a modification of actions, whereas we can be more flexible in a plan
modification by accommodating side-effects using hearing predicates.

5 Conclusion

The contribution of the paper is to show a basic mechanism using global abduc-
tion of an information agent which modifies an alternative plan to accommodate
side-effects by already-executed actions.
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We need to pursue the following future research.

– We would like to define an action language which is automatically translated
to a logic program with global abduction. This language will be a general
framework for replanning.

– We would like to apply this solution to various information activities to
assess its feasibility.

– We would like to relax the constraint of the evaluation strategy (a depth-first
search with right-to-left evaluation of the body of the rule and top-to-bottom
trial over rules) of the framework.
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Abstract. In recent years, within the planning literature there has been

a departure from approaches computing total plans for given goals, in

favour of approaches computing partial plans. Total plans can be seen as

(partially ordered) sets of actions which, if executed successfully, would

lead to the achievement of the goals. Partial plans, instead, can be seen as

(partially ordered) sets of actions which, if executed successfully, would

contribute to the achievement of the goals, subject to the achievement of

further sub-goals. Planning partially (namely computing partial plans for

goals) is useful (or even necessary) for a number of reasons: (i) because

the planning agent is resource-bounded, (ii) because the agent has in-

complete and possibly incorrect knowledge of the environment in which

it is situated, (iii) because this environment is highly dynamic. In this

paper, we propose a framework to design situated agents capable of plan-

ning partially. The framework is based upon the specification of planning

problems via an abductive variant of the event calculus.

1 Introduction

Conventional GOFAI planners and planning techniques (e.g. [1]) rely upon a
number of assumptions: (i) that the planning agent can devote as many resources
as required to the planning task, and thus it can keep on planning until a total
plan for some given goals is obtained, (ii) that the knowledge of the agent is
complete and correct at the planning time, and (iii) that the environment in
which the agent is situated will not change between the planning time and the
time of execution of the plan, and thus the plan will be directly executable, thus
leading to achieving the goals it is meant to achieve. These assumptions are
unrealistic in most cases where planning is used, e.g. when the planning agent
is a robot in a dynamic physical environment.

A number of approaches have been proposed in the literature to cope with
the limitations of GOFAI planners, starting from early work on hierarchical
planning. In this paper, we present an approach to planning whereby the plan-
ning agent generates possibly partial plans, namely (partially ordered) sets of
actions which, if executed successfully, would contribute to the achievement of
the goals, subject to the achievement of further sub-goals. A partial plan, like a
hierarchical plan, is obtained by decomposition of top-level goals. A partial plan

J. Leite and P. Torroni (Eds.): CLIMA V, LNAI 3487, pp. 230–248, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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consists of sub-goals, that still need to be planned for, and actions, that can be
directly executed, subject to their preconditions holding. Preconditions are also
part of partial plans, and they need planning for before the actions can be exe-
cuted. Within our approach, the decomposition of top-level goals, sub-goals and
preconditions into total plans is interleaved with the observation of the environ-
ment in which the agent is situated, via a sensing capability of the agent. Sensed
changes in the environment are assimilated within the planning knowledge base
of the agent. Currently, this assimilation is done rather straightforwardly, by
adding the sensed information to the planning knowledge base and, if inconsis-
tent with it, by “dropping” (implicitly) the existing beliefs in this knowledge
base that lead to the inconsistency. Thus, our approach relies upon full trust
upon the sensing capability of the agent. Observations from the environment in
turn might lead to the need to revise the currently held partial plan, because as
a consequence of the observations the agent notices that some top-level goals,
sub-goals or preconditions already hold, or that they need to be re-planned for,
or that they will never hold.

We adopt a novel variant of the event calculus [10], based upon abduction, to
represent the planning knowledge base of agents, which allows to perform partial
planning and to assimilate observations from the environment (in the simple
manner described above). We represent top-level goals, sub-goals, preconditions
and actions in the language of the event calculus. We impose a tree structure
over top-level goals, sub-goals, preconditions and actions to support the revision
of partial plans after observations and because of the passage of time. We define
the behaviour of the planning agent via a sense − revise − plan − execute life-
cycle, which relies upon (state) transitions (for sensing, revision, planning and
action execution) and selection functions to select intelligently top-level goals,
sub-goals and preconditions to plan for and actions to be executed. A variant of
the approach described here has been used within KGP agents [7, 2] and realized
within the prototype implementation PROSOCS [19] of KGP agents.

The paper is organised as follows. In section 2 we give some background on
abductive logic programming with constraints, since the event calculus-based
planning knowledge base of agents we adopt is a theory in this framework. In
section 3 we give the planning knowledge base. In section 4 we define our partial
plans and the cycle of planning agents. In section 5 we define the individual
transitions. In section 6 we define the selection functions. In section 7 we give a
simple example. In section 8 we evaluate our approach against related work and
conclude.

2 Background: Abductive Logic Programming with

Constraints

We briefly recall the framework of Abductive Logic Programming (ALP) for
knowledge representation and reasoning [8], which underlies our planning tech-
nique. An abductive logic program is a triple 〈P,A, I〉 where:
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– P is a normal logic program, namely a set of rules (clauses) of the form
H ← L1, . . . , Ln with H atom, L1, . . . , Ln literals, and n ≥ 0. Literals can
be positive, namely atoms, or negative, namely of the form notB, where B is
an atom. The negation symbol not indicates negation as failure. All variables
in H, Li are implicitly universally quantified, with scope the entire rule. H
is called the head and L1, . . . Ln is called the body of a rule. If n = 0, then
the rule is called a fact.

– A is a set of abducible predicates in the language of P , not occurring in the
head of any clause of P (without loss of generality, see [8]). Atoms whose
predicate is abducible are referred to as abducible atoms or simply abducibles.

– I is a set of integrity constraints, that is, a set of sentences in the language of
P . All the integrity constraints in this paper will have the implicative form
L1, . . . , Ln ⇒ A1∨. . .∨Am (n ≥ 0,m > 1)whereLi are literals

1,Aj are atoms
(possibly the special atom false). All variables in the integrity constraints are
implicitly universally quantified from the outside, except for variables occur-
ring only in the head A1∨ . . .∨Am, which are implicitly existentially quantified
with scope the head. L1, . . . , Ln is referred to as the body.

Given an abductive logic program 〈P,A, I〉 and a formula (query/observation/
goal) Q, which is an (implicitly existentially quantified) conjunction of literals
in the language of the abductive logic program, the purpose of abduction is to
find a (possibly minimal) set of (ground) abducible atoms Δ which, together
with P , “entails” (an appropriate ground instantiation of) Q, with respect to
some notion of “entailment” that the language of P is equipped with, and such
that this extension of P “satisfies” I (see [8] for possible notions of integrity
constraint “satisfaction”). Here, the notion of “entailment” depends on the se-
mantics associated with the logic program P (there are many different possible
choices for such semantics [8]). More formally and concretely, given a query Q,
a set of (ground) abducible atoms Δ, and a variable substitution θ for the vari-
ables in Q, the pair (Δ, θ) is a (basic) abductive answer for Q, with respect to
an abductive logic program 〈P,A, I〉, iff P ∪Δ |=LP Qθ, and P ∪Δ |=LP I, where
|=LP is a chosen semantics for logic programming. In this paper, we will not
commit to any such semantics.

The framework ofALPcanbe usefully extended to handle constraint predicates
in the same way Constraint Logic Programming (CLP) [6] extends logic program-
ming. This extension allows to deal with non-ground abducibles, needed to support
our planning approach.TheCLP framework is defined over aparticular structure#
consisting of domainD(#) and a set of constraint predicates which includes equal-
ity, together with an assignment of relations onD(#) for each constraint predicate.
The structure is equipped with a notion of #-satisfiability. In this paper, the con-
straint predicates will be <,≤, >,≤,=, �=, but we will not commit to any concrete
structure for their interpretation. Given a (set of) constraints C, |=	 C will stand
for C is #-satisfiable, and σ |=	 C, for some grounding σ of the variables of C over
D(#), will stand for C is #-satisfied via σ.

1 If n = 0, then L1, . . . , Ln represents the special atom true.
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The rules of a constraint logic program P take the same form as the rules in
conventional logic programming, but with constraints occurring in the body of
rules. Similarly, P and I in an abductive logic program might have constraints
in their bodies. The semantics of a logic program with constraints is obtained by
combining the logic programming semantics |=LP and #-satisfiability [6]. Below,
we will refer to such a combined semantics as |=LP (	).

The notion of basic abductive answer can be extended to incorporate con-
straint handling as follows. Given a query Q (possibly with constraints), a set Δ
of (possibly non-ground) abducible atoms, and a set C of (possibly non-ground)
constraints, the pair (Δ,C) is an abductive answer with constraints for Q, with
respect to an abductive logic program with constraints 〈P,A, I〉, with the con-
straints interpreted on #, iff for all groundings σ for the variables in Q,Δ,C
such that σ |=	 C then, (i) P ∪ Δσ |=LP (	) Qσ, and (ii) P ∪ Δσ |=LP (	) I.

In the sequel, we will use the following extended notion of abductive answer.
Given an abductive logic program (with constraints) 〈P,A, I〉, a query Q (with
constraints), an initial set of (possibly non-ground) abducible atoms Δ0 and an
initial set of (possibly non-ground) constraint atoms C0, an abductive answer for
Q, with respect to 〈P,A, I〉, Δ0, C0, is a pair (Δ,C) such that Δ ∩ Δ0 = {},
C ∩ C0 = {}, and (Δ ∪ Δ0, C ∪ C0) is an abductive answer with constraints for
Q, with respect to 〈P,A, I〉.

In abductive logic programming (with constraints), abductive answers are
computed via abductive proof procedures, which typically extend SLD-resolution,
providing the computational backbone underneath most logic programming sys-
tems, in order to check and enforce integrity constraint satisfaction, the gen-
eration of abducible atoms, and the satisfiability of constraint atoms (if any).
There are a number of such procedures in the literature, e.g. CIFF [4, 3]. Any
such (correct) procedure could be adopted to obtain a concrete planning system
based upon our approach. Within KGP agents [7, 19] we have adopted CIFF to
perform the planning tasks along the lines described in this paper.

3 Representing a Planning Domain

In our framework, a planning problem is specified within the framework of the
event calculus (EC) for reasoning about actions, events and changes [10], in terms
of an abductive logic program with constraints KBplan = 〈Pplan, Aplan, Iplan〉
and an ordinary logic program KBpre. The EC allows to represent a wide vari-
ety of phenomena, including operations with indirect effects, non-deterministic
operations, and concurrent operations [15]. A number of abductive variants of
the EC have been proposed to deal with planning problems. Here, we propose a
novel variant KBplan, somewhat inspired by the E-language of [9], to allow sit-
uated agents to generate partial plans in a dynamic environment. In a nutshell,
the conventional EC allows to write meta-logic programs which ”talk” about
object-level concepts of fluents, operations, and time points. We allow fluents
to be positive, indicated e.g. as F , or negative, indicated e.g. as ¬F . Fluent
literals will be indicated e.g. as L. The main meta-predicates of the formalism
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are: holds at(L, T ) (a fluent literal L holds at a time T ), clipped(T1, F, T2) (a
fluent F is clipped - from holding to not holding - between a time T1 and a time
T2), declipped(T1, F, T2) (a fluent F is declipped - from not holding to holding -
between a time T1 and a time T2), initially(L) (a fluent literal L holds at the
initial time, say time 0), happens(O, T ) (an operation/action O happens at a
time T ), initiates(O, T, F ) (a fluent F starts to hold after an operation O at
time T ) and terminates(O, T, F ) (a fluent F ceases to hold after an operation
O at time T ). Roughly speaking, in a planning setting the last two predicates
represent the cause-effects links between operations and fluents in the modelled
world. We will also use a meta-predicate precondition(O,L) (the fluent literal
L is one of the preconditions for the executability of the operation O). In our
novel variant we also use executed and observed predicates to deal with dynamic
environments and the assume holds predicate to allow for partial planning.

We now give KBplan. Pplan consists of domain-independent and domain-
dependent rules. The basic domain-independent rules, adapted from the original
EC, are:

holds at(F, T2) ← happens(O, T1), initiates(O, T1, F ),
T1 < T2,¬ clipped(T1, F, T2)

holds at(¬F, T2) ← happens(O, T1), terminates(O, T1, F ),
T1 < T2,¬ declipped(T1, F, T2)

holds at(F, T ) ← initially(F ), 0 < T,¬ clipped(0, F, T )
holds at(¬F, T ) ← initially(¬F ), 0 < T,¬ declipped(0, F, T )
clipped(T1, F, T2) ← happens(O, T ), terminates(O, T, F ), T1 ≤ T < T2

declipped(T1, F, T2) ← happens(O, T ), initiates(O, T, F ), T1 ≤ T < T2

The domain-dependent rules define the initiates, terminates, and initially
predicates. We show a simple example for such rules within the blocks-world
domain.

Example 1. The domain dependent rules for the mv(X,Y ) operation in the block
world domain, whose effects are to move block X onto block Y , are the following:

initiates(mv(X,Y ), T, on(X,Y ))
terminates(mv(X,Y ), T, clear(Y ))
terminates(mv(X,Y ), T, on(X,Z)) ← holds at(on(X,Z), T ), Y �= Z
initiates(mv(X,Y ), T, clear(Z)) ← holds at(on(X,Z), T ), Y �= Z

namely the mv(X,Y ) operation initiates block X to be on block Y and termi-
nates Y being clear. Moreover, if block X was on a block Z, the operation mv
terminates this relation and initiates block Z being clear.

The conditions for the rules defining initiates and terminates can be seen as
preconditions for the effects of the operation ( e.g. mv in the earlier example) to
be established. Conditions for the executability of operations are specified within
KBpre, which consists of a set of rules defining the predicate precondition.

Example 2. The preconditions for the executability of operation mv(X,Y ) are
that both X and Y are clear, namely:

precondition(mv(X,Y ), clear(X)) precondition(mv(X,Y ), clear(Y ))
�
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In order to accommodate (partial) planning we will assume that the domain-
independent part in Pplan also contains the rules:

happens(O, T ) ← assume happens(O, T )
holds at(L, T ) ← assume holds(L, T )

i.e. an operation can be made to

happen and a fluent can be made to hold simply by assuming them, where
assume happens and assume holds are the only predicates in Aplan in KBplan.
This supports partial planning as follows. We will see that actions in our spec-
ification amount to atoms in the abducible predicate assume happens: thus,
abducing an atom in this predicate amounts to planning to execute the corre-
sponding action. Moreover, as yet unplanned for, sub-goals in our specification of
partial plans amount to atoms in the abducible predicate assume holds(L, T ):
abducing an atom in this predicate indicates that further planning is needed for
the corresponding sub-goal.

Iplan in KBplan contains the following domain-independent integrity con-
straints:

holds at(F, T ), holds at(¬F, T ) ⇒ false
assume happens(A, T ), not executed(A, T ), time now(T ′) ⇒ T > T ′

namely a fluent and its negation cannot hold at the same time and when assum-
ing (planning) that an action will happen, we need to enforce it to be executable
in the future.

As we will see in section 4, a concrete planning problem is influenced (amongst
other things) by a narrative of events, which, unlike KBplan and KBpre, changes
over the life-cycle of the agent. We refer to the agent’s representation of this nar-
rative as KB0. We assume that KB0 represents events via predicates executed
and observed, e.g., the KB0 of an agent in the blocks-world domain with a and
b as two blocks, might contain:

executed(mv(a, b), 3) observed(¬on(b, a), 10) observed(ag,mv(c, d), 3, 5)
namely the agent has executed a mv(a, b) operation at time 3, the agent has
observed that ¬on(b, a) holds at time 10 and the agent has observed at time 5
that another agent ag has moved block c onto block d at time 3. Observations
are drawn, via specific sensing capabilities of agents, from the environment in
which they are situated, and are recorded in KB0, as are records of actions
executed by the agent itself. To allow agents to draw conclusions, via the EC,
from the contents of KB0 the following bridge rules are also contained in the
domain independent rules of Pplan:

clipped(T1, F, T2) ← observed(¬F, T ), T1 ≤ T < T2

declipped(T1, F, T2) ← observed(F, T ), T1 ≤ T < T2

holds at(F, T2) ← observed(F, T1), T1 ≤ T2,¬ clipped(T1, F, T2)
holds at(¬F, T2) ← observed(¬F, T1), T1 ≤ T2,¬ declipped(T1, F, T2)
happens(O, T ) ← executed(O, T )
happens(O, T ) ← observed(A,O, T ′, T )
Note that we assume that the value of a fluent literal is changed according

to observations only from the moment the observations are made, and actions
by other agents have effects only from the time observations are made that they
have been executed, rather than from the execution time itself. These choices
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are dictated by the rationale that observations can only have effects from the
moment the planning agent makes them.

4 Representing Planning Problems and the Life-Cycle of

Agents

Given a planning domain and a set of (top-level) goals Goals held by the agent,
each of the form holds at(L, T ), we represent a partial plan for Goals as a triple
〈Strategy, Parent, TC〉, where

– Strategy is a set of subgoals and preconditions, each of the form holds at(L, T ),
and of actions, each of the form assume happens(L, T ); each T of goals, sub-
goals, preconditions and actions is existentially quantified in the context of
the goals and the partial plan; each such T is unique as we shall see in
section 5; thus, such time variable uniquely identifies goals, subgoals, pre-
conditions and actions;

– Parent is a function from Strategy to Goals ∪ Strategy, inducing a tree
structure over the Goals and the Strategy; the root of this tree is the special
symbol ⊥, its children are all the goals in Goals, and the children of any other
node in the tree is the set of all subgoals/preconditions/actions which are
mapped, via Parent, onto the node; as we shall see in section 5, preconditions
can only be children of actions, whereas subgoals and actions can be children
of goals, subgoals or preconditions;

– TC is a set of temporal constraints over the times of goals, subgoals, precon-
ditions and actions in Strategy, namely constraint atoms in the language of
KBplan.

�
��

�
��

�
��

�
��

⊥ROOT

G1

holds at(on(a, b), T1) holds at(on(a, b), T2)

G2

assume happens(mv(a, b), T3)
A1

SG1

holds at(clear(a), T4) holds at(clear(b), T5)

SG2

Above we show a simple tree structure (where a Gn represents a goal, an
SGn represents a subgoal and an An represents an action) for the blocks world
domain, for the example given later in Section 7, to which we remand for details.

In the sequel, we will refer to any of goals, subgoals, preconditions and actions
as nodes. Moreover, with an abuse of notation, we will represent nodes N in Goals
and Strategy as pairs 〈holds at(L, T ), P t〉 and 〈assume happens(O, T ), P t〉,
where Pt = Parent(N), and we will omit mentioning Parent in partial plans.
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Given a planning domain, we represent a concrete planning problem, at a
certain time τ (to be interpreted as the current time), via a notion of state
defined below. Then, the planning process amounts to a sequence of such states,
at incremental times, corresponding to the agent’s life-cycle.

Definition 1. Anagent’s stateat time τ is a tuple 〈KB0, Σ,Goals, Strategy, TC〉,
where

– KB0 is the recorded set of observations and executed operators (up until τ);
– Σ is the set of all bindings T = X, where T is the time variable associated

with some action recorded as having been executed by the agent itself within
KB0, with the associated execution time X;

– Goals is the set of (currently unachieved) goals, held by the agent at time τ ;
– 〈Strategy, TC〉 is a partial plan for Goals, held by the agent at time τ ;

Below, by the tree corresponding to a state we mean the tree corresponding
to the Goals and Strategy in the state, and to a node of the tree to indicate an
element of Strategy ∪ Goals, thus excluding ⊥.

We now introduce the concepts of initial state and final state. An initial state
is a state of the form 〈{}, {}, Goals, {}, TC〉, where TC are the given temporal
constraints for Goals. The tree TrS corresponding to an initial state S is a
two-level tree with root ⊥ and all the goals in Goals as the children of ⊥.

A final state can be either a success state or a failure state. A success state
is a state of the form 〈KB0, Σ, {}, {}, TC〉.

A failure state is a state of the form: 〈KB0, Σ,$, {}, TC〉, where the symbol
$ indicates that there is no way to achieve one of the initial goals. 2

In our framework, an agent which wants to plan in order to achieve its goals
behaves according to a life-cycle which is an adaptation of the classical sense -
plan - execute cycle. Concretely, such a life-cycle can be seen as the repetition
of a sequence of steps

sense − revise − plan − execute
starting from an initial state until a final state is reached. In the next section
we show the specification of the various steps, in the form of state transitions.
Thus, the life-cycle of the planning agent can be equated to a sequence of states,
each at a specific time τ . The corresponding tree varies during the life-cycle of
the agent, by inserting and deleting nodes, as specified in the next section.

We will use the following notation. Given a state S, with its corresponding
tree TrS :

– the set of siblings of a node N ∈ TrS of the form 〈 , P t〉 is the set
Siblings(N,TrS) = {N ′ ∈ TrS | N ′ = 〈 , P t〉}.

– the set of preconditions of an action A of the form 〈assume happens(O, T ),
P t〉 is the set Pre(A, TrS) = {P ∈ TrS | P = 〈 , A〉}.

2 This is an arbitrary decision, and we could have defined a failure state as one where

there is no way to achieve all the goals, and a success state as one where at least

one goal can be achieved.
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5 Transitions Specification

Here we give the specification of the state transitions determining the life-cycle
of the planning agent. We refer to these transitions as the sensing transition, the
planning transition, the execution transition, and the revision transition. The
planning and execution transitions take inputs that are computed via selection
functions, defined in section 6.

5.1 Sensing Transition

Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ , the application
of a sensing transition at τ leads to a state S′ = 〈KB′

0, Σ,Goals, Strategy, TC〉,
where KB′

0 is obtained from KB0 by adding any observations on fluent literals
at τ and any observations at τ that an operation has been executed by another
agent (at an earlier time). These observations are obtained by calling the sensing
capability of the agent at time τ which we refer to as |=τ

Env, which accesses the
environment of the agent.

Definition 2. Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ , if
|=τ

Env l1 ∧ . . . ∧ ln ∧ a1 ∧ . . . ∧ am

where n+m ≥ 0, each li is a fluent literal and each aj is an operation oj executed
by agent agj at some earlier time τj, then the sensing transition leads to a state
S′ = 〈KB′

0, Σ,Goals, Strategy, TC〉 where:

KB′
0 = KB0 ∪{observed(l1, τ) ∪ . . . ∪ observed(ln, τ)}

∪{observed(ag1, o1, τ1, τ), . . . , observed(agm, om, τm, τ)}.

5.2 Planning Transition

The planning transition relies upon a planning selection function SelP (S, τ)
which, given as input a state S at time τ returns a (single) goal, subgoal or pre-
condition to be planned for. The extension whereby multiple goals, subgoals and
preconditions are returned by the selection function is straightforward. In this
section, we assume that such a selection function is given (a possible specification
is provided in the next section).

We introduce the following useful notation which will be helpful in defin-
ing the planning transition. Let S = 〈KB0, Σ,Goals, Strategy, TC〉 be a state.
Then:

– for any set X ⊆ Goals ∪ Strategy, by X(Σ) we denote the set obtained by
applying to each element of X the instantiations provided by Σ;

– given a node G ∈ Goals ∪ Strategy, by Rest(G) we denote the set
Rest(G) = Strategy(Σ) ∪ Goals(Σ)− G(Σ);

– given a node N ∈ Goals∪Strategy, we denote by A(N) the abducible version
of N , namely

A(N) =

{
assume happens(O, T ) if N = 〈assume happens(O, T ), 〉
assume holds(L, T ) if N = 〈holds at(L, T ), 〉

This notation is lifted to any set X of nodes as usual, i.e. A(X) =
⋃

N∈X

A(N).
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Intuitively, given a state S = 〈KB0, Σ,Goals, Strategy, TC〉, the planning
transition builds a (partial) plan for a given goal, subgoal or precondition G in
terms of an abductive answer, as defined in section 2, and updates the state
accordingly. More precisely, an abductive answer is computed with respect to:

– the abductive logic program with constraints KBplan, as defined in Section 3;
– the initial query Q given by G;
– the initial set of abducibles Δ0 given by the abducible version of the current

tree (except for G), namely A(Rest(G));
– the initial set of constraints C0 given by the current set of constraints in the

state, along with the instantiations in Σ, namely TC ∪ Σ.

Once such abductive answer, say (Δ,C ′), is obtained, the planning transition
leads to a new state S′ = 〈KB0, Σ,Goals, Strategy′, TC ′〉 where Strategy′ is
Strategy augmented with the actions, goals and preconditions derived from Δ,
and TC ′ is TC augmented with C ′ and with suitable equalities on the time
variables of the preconditions of actions added to the state. We assume that
the abducibles in Δ do not share time variables3. This is formalised in the next
definition.

Definition 3. Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ
and the node G = SelP (S, τ), let (Δ,C ′) be an abductive answer for the query
G with respect to the abductive logic program (with constraints) KBplan, and
initial sets Δ0 = A(Rest(G)) and C0 = TC ∪ Σ. Then, the planning transition
leads to a state S′ = 〈KB0, Σ,Goals, Strategy′, TC ′〉 where Strategy′ and TC ′

are obtained by augmenting Strategy and TC as follows:

– for each assume holds(L, T ) ∈ Δ, 〈holds at(L, T ), G〉 is added in Strategy′

– for each assume happens(O, T ) ∈ Δ
• A = 〈happens(O, T ), G〉 is added in Strategy′, and
• for each P such that precondition(happens(O, T ), P ) ∈ KBpre, let Tp

be a fresh time variable; then:
〈holds at(P, TP ), A〉 is added in Strategy′, and
TP = T is added in TC ′

• C ′ is added in TC ′

Note that this transition enforces that preconditions of actions hold at the time
of the execution of the actions, by adding such preconditions to Strategy′ so that
they will need planning for. Note also that, when introducing preconditions, we
need to make sure that their time variable is new, and relate this, within TC ′,
to the time variable of the action whose preconditions we are enforcing.

5.3 Execution Transition

Similarly to the planning transition, the execution transition relies upon an
execution selection function SelE(S, τ) which, given a state S and a time τ ,

3 Notice that this is not a restrictive assumption, since shared variables can be renamed

and suitable equalities can be added to the constraints in C′.
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returns a (single) action to be executed (a possible specification of this selection
function is provided in the next section). The extension to the case of multiple
actions is straightforward.

Definition 4. Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ and
an action A of the form 〈assume happens(O, T ), P t〉 such that A = SelE(S, τ),
then the execution transition leads to a state S′ = 〈KB′

0, Σ
′, Goals, Strategy, TC〉

where:

– KB′
0 = KB0 ∪ {executed(O, τ)}

– Σ′ = Σ ∪ {T = τ}

Note that we are implicitly assuming that actions are ground except for their
time variable. The extension to deal with other variables in actions is straight-
forward.

Executed actions are eliminated from states by the revision transition, pre-
sented next.

5.4 Revision Transition

To specify the revision transition we need to introduce some useful concepts. A
node is said to be obsolete wrt a state S at a time τ for any of the following
reasons:

– The node is a goal, subgoal or precondition node and the node itself is
achieved.

– The parent of the node is obsolete wrt S and τ . Indeed, if a node is obsolete
there is no reason to plan for or execute any of its children (or descendants).

Thus, obsolete nodes amount to achieved goals, subgoals and preconditions
and actions that have been introduced for them (and thus become redundant).

Definition 5. Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ ,
we define the set of obsolete nodes Obsolete(S, τ) as the set composed of each
node N ∈ Strategy ∪ Goals of the form N = 〈X,Pt〉 such that:

– Pt ∈ Obsolete(S, τ) or
– X = holds at(L, T )andPplan∪KB0 |=LP (	) Σ∧holds at(L, T )∧T ≤ τ ∧TC

A node is timed out wrt a state S at a time τ for any of the following reasons:

– It has not been achieved yet, and there is no way to achieve it in the future
due to temporal constraints.

– Its parent or one of its siblings is timed out wrt S and τ . Indeed, if either
the parent or a sibling of the node is timed out, there is no reason to keep
the node for later planning. This condition is not imposed if the node is a
top-level goal because top-level goals do not influence each other (except via
possible temporal constraints on their time variables).
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Definition 6. Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ ,
we define the set of timed out nodes TimedOut(S, τ) as the set composed of
each node N ∈ Strategy ∪ Goals of the form 〈holds at(L, T ), P t〉 such that:

– N �∈ Obsolete(S, τ) and �|=	 Σ ∧ TC ∧ T > τ or
– Pt ∈ TimedOut(S, τ) or
– N �∈ GoalsandthereexistsN ′ ∈ Siblings(N)suchthatN ′ ∈ TimedOut(S, τ)).
Using the above definitions we now define the revision transition which,

roughly speaking, removes obsolete and timed out nodes.

Definition 7. Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ ,
the revision transition leads to a state S′ = 〈KB0, Σ,Goals′, Strategy′, TC〉
where, for each N ∈ Strategy′ ∪ Goals′:

– N �∈ TimedOut(S, τ), and
– ifN = 〈assume happens(O, T ), 〉 then it is not the case that executed(O, τ ′) ∈

KB0 and T = τ ′ ∈ Σ, and
– if N ∈ Obsolete(S, τ) then Parent(N) = 〈assume happens(O, T ), 〉, and
– Parent(N) ∈ Goals′ ∪ Strategy′.
Intuitively, each timed out node, each obsolete node and each executed ac-

tion has to be eliminated from the tree. The only exception is represented by
preconditions. Indeed, obsolete precondition at revision time are not eliminated
because they must hold at execution time. If an obsolete precondition p for an
action a is eliminated at revision time due to the fact that it holds at that time,
something could happen later on (e.g. an external change or an action performed
by some other agent or by the agent itself) that invalidates p so that it does not
hold when a is executed. Note that we could also impose for the temporal con-
straints to be simplified at revision time, but this is not necessary to guarantee
the correctness of our approach.

6 Selection Functions

The planning and execution transitions require a selection function each. Here,
we give possible definitions for these functions. Note that we use the term func-
tion loosely, as the selection randomly returns one of possibly several candidates.

6.1 Planning Selection Function

Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ , the planning
transition needs a planning selection function SelP (S, τ) to select a goal, subgoal
or precondition G belonging to Goals or Strategy, to be planned for. We define
SelP so that G satisfies the following properties:

– neither G nor any ancestor or sibling of G is timed out at τ ;
– neither G nor an ancestor of G is achieved at τ ; i.e. G is not obsolete and it

does not hold at the current time;
– no plan for G belongs to S.
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Definition 8. Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ ,
the planning selection function SelP (S, τ) returns a goal, a subgoal or a precon-
dition G = 〈holds at(L, T ), 〉 such that:

– G �∈ TimedOut(S, τ);
– G �∈ Obsolete(S, τ), and it is not the case that

Pplan ∪ KB0 |=LP (	) holds at(L, T ) ∧ T = τ ∧ TC ∧ Σ
– there exists no G′ ∈ Strategy such that G = Parent(G′);

Clearly it may be possible that a number of goals, subgoals and preconditions in
a state satisfy the above properties and thus could be selected. We could further
incorporate a number of heuristics to restrict the number of candidates G to be
selected amongst.

6.2 Execution Selection Function

Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time τ , the execution
transition needs an execution selection function SelE(S, τ) to select an action A
in Strategy to be executed at τ . We define SelE so that A satisfies the following
properties:

– neither A nor any ancestor or sibling of A is timed out at τ ;
– all preconditions (children) of A are satisfied at τ ;
– no (goal, subgoal or precondition) ancestor of A is satisfied at τ ;
– A has not been executed yet.

Definition 9. Given a state S = 〈KB0, Σ,Goals, Strategy, TC〉 at a time
τ , the execution selection function SelE(S, τ) returns an action A =
〈assume happens(O, T ), 〉 such that:

– A �∈ TimedOut(S, τ);
– for each P = 〈holds at(P, T ′), A〉 ∈ Strategy, P ∈ Obsolete(S′, τ)

where S′ = 〈KB0, Σ,Goals, Strategy, TC ∪ {T = τ}〉;
– A �∈ Obsolete(S, τ);
– there exists no τ ′ such that executed(O, τ ′) ∈ KB0 and T = τ ′ ∈ Σ.

Notice that in the second condition, we need to add {T = τ} to the temporal
constraint of the state S because preconditions have to be checked in a state
where the time of execution of the selected action is τ . Again, heuristics could
be incorporated within the execution selection function to restrict the number
of selectable actions.

7 An Example

In this section we show a simple example of life-cycle of an agent in the blocks-
world domain of examples 1 and 2.
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We assume to have three blocks, a, b, c, all on the table initially. The formal-
isation of the initial configuration, using a special location table, is as follows:

initially(on(a, table)), initially(on(b, table)), initially(on(c, table)),
initially(clear(a)), initially(clear(b)), initially(clear(c))
Our objective is to have a tower with c on b on a by time 20. We can formalise

this via top-level goals:
G1 = 〈holds at(on(b, a), T1),⊥〉 G2 = 〈holds at(on(c, b), T2),⊥〉

where TC0 = {T1 = T2, T1 ≤ 20}
The following is a possible life-cycle of the agent, achieving G1 and G2.

Initial State: S0 = 〈{}, {}, {G1, G2}, {}, TC0〉
Time 1 - Sensing Transition: |=1

Env {}
Resulting state: S1 = S0

Time 2 - Revision Transition: There is nothing to be revised at this point.
Resulting state: S2 = S1

Time 3 - Planning Transition: Assume that SelP (S2, 3) = G1. Let (Δ,C)
be the abductive answer wrt KBplan, Δ0 = {assume holds(on(c, b), T2)} and
C0 = TC0, where Δ = {assume happens(mv(b, a), T3)} and C = {T3 < T1}.
Let

Strategy3 = { 〈assume happens(mv(b, a), T3), G1〉 = A1

〈holds at(clear(a), T4), A1〉
〈holds at(clear(b), T5), A1〉 }

TC3 = TC0 ∪ C ∪ {T4 = T3, T5 = T3}
Resulting state: S3 = 〈{}, {}, {G1, G2}, Strategy3, TC3〉
At this stage the tree structure is the one given earlier in the picture in Section 4.
Time 4 - Execution Transition: as the preconditions of action A1 are both
achieved at this time due to the initially rules in KBplan, then A1 = SelE(S3, 4)
(A1 is the only action that can be selected at this time). Let

KB4
0 = {executed(mv(b, a), 3)

Σ4 = {T3 = 4}
Resulting state: S4 = 〈KB4

0 , Σ4, {G1, G2}, Strategy3, TC3〉
Time 5 - Sensing Transition: Assume that the sensing capability of the agent
forces it to observe that b is actually on c at this time and that a is clear, namely
|=5

Env {on(b, c),¬on(b, a),¬on(c, table),¬clear(c), clear(a)}. Basically, there has
been either a problem in the execution of A1 or an interference by some other
agent. Then,

KB5
0 = KB4

0 ∪ { observed(on(b, c), 5), observed(¬on(b, a), 5),
observed(¬on(c, table), 5), observed(¬clear(c), 5),
observed(clear(a), 5)}

Resulting state: S5 = 〈KB5
0 , Σ4, {G1, G2}, Strategy3, TC3〉

Time 6 - Revision Transition: At this time the revision transition deletes
from the strategy the action A1 and its preconditions as A1 has been executed.
Resulting state: S6 = 〈KB5

0 , Σ4, {G1, G2}, {}, TC3〉
Time 7 - Planning Transition: Assume that the selected goal is again G1,
SelP (S6, 7) = G1. (Note that G1 is again selectable as it is not achieved at time
7.) Similarly as for the previous planning transition, let:
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Strategy7 = { 〈assume happens(mv(b, a), T ′
3), G1〉 = A′

1

〈holds at(clear(a), T ′
4), A

′
1〉

〈holds at(clear(b), T ′
5), A

′
1〉 }

TC7 = TC3 ∪ {T ′
3 < T1, T

′
4 = T ′

3, T
′
5 = T ′

3}
Resulting state: S7 = 〈KB5

0 , Σ4, {G1, G2}, Strategy7, TC7〉
Time 8 - Execution Transition: as the preconditions of action A1 are
both achieved at this time, due to the initially rules in KBplan and to the
observations in KB0, then A′

1 = SelE(S7, 8) (A
′
1 is the only action that can be

selected at this time). Let
KB8

0 = {executed(mv(b, a), 8)
Σ8 = {T ′

3 = 8}
Resulting state: S8 = 〈KB8

0 , Σ8, {G1, G2}, Strategy7, TC7〉
Time 9 - Sensing Transition: |=9

Env {}
Resulting state: S9 = S8

Time 10 - Revision Transition: At this time the revision transition deletes
from the strategy the action A′

1 and its preconditions as A′
1 has been executed.

Resulting state: S10 = 〈KB8
0 , Σ8, {G1, G2}, {}, TC7〉

Time 11 - Planning Transition: Assume that the selected goal is
SelP (S10, 11) = G2. Note that at this time G2 is the only goal that can be
selected because goal G1 is achieved. Similarly as for the previous planning
transitions, let:

Strategy11 = { 〈assume happens(mv(c, b), T6), G2〉 = A2

〈holds at(clear(a), T7), A2〉
〈holds at(clear(b), T8), A2〉 }

TC11 = TC7 ∪ {T6 < T2, T7 = T6, T8 = T6}
Resulting state: S12 = 〈KB8

0 , Σ8, {G1, G2}, Strategy11, TC11〉
Time 12 - Execution Transition: action A2 is selected. Let

KB12
0 = KB8

0 ∪ {executed(mv(c, b), 12)
Σ12 = {T3 = 4, T ′

3 = 8, T6 = 12}
Resulting state: S13 = 〈KB12

0 , Σ12, {G1, G2}, Strategy11, TC11〉
Time 13 - Sensing Transition: |=13

Env {}
Resulting state: S13 = S12

Time 14 - Revision Transition: At this time the revision transition deletes
from the strategy the action A2 and its preconditions as A2 has been executed.
Moreover as both G1 and G2 are achieved, the revision transition deletes them
from the goals leading to a successful final state.
Resulting state: S14 = 〈KB12

0 , Σ12, {}, {}, TC11〉.

8 Related Work and Conclusions

Planning has been a very active research and development area for some time.
Systems have been developed for a range of applications such as medical, robotics
and web services. Many approaches to planning have been proposed (e.g the
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STRIPS language with its improvements and related state-of-the-art systems
such as Graphplan [1]). Here we concentrate on those closer to our work.

Our approach to planning is based on the abductive event calculus. It is
thus closely related to Shanahan’s abduction and event calculus planning work
[14, 15, 16, 17, 18] and to the approach based on the situation calculus. The lat-
ter forms the basis of GOLOG [11], an imperative language implemented in
PROLOG incorporating macro-actions (as procedures) and non-determinism.
GOLOG has been shown to be suitable for implementing robot programs as
high-level instructions in dynamic domains.

The contribution of our paper is in describing a system that allows partial
planning and the interleaving of planning with sensing and executing actions.
This integration is particularly suitable for (possibly resource bounded) agents
situated in dynamic environments. Our partial plans, to some extent, have the
flavour of the compound actions of Shanahan [16]. If well defined, both ap-
proaches allow us to find executable actions quickly. However, our formalisation
is simpler than [16] as we do not need to use compound actions in our theories
in order to achieve partial planning.

Compound actions are also exploited in the situation calculus, in particular
[12] gives formal characterisations of compound actions and their preconditions
and postconditions. Investigating how to incorporate them in our framework is
subject of future work.

An important feature of our approach is the revision of the plans obtained
by the Revision transition. The tree structure in the Strategy part of each agent
state allows an intelligent, selective way of revising the (partial) plan. This means
that, if replanning becomes necessary, it is done only for unachieved goals and
subgoals, thus avoiding the ”replanning from scratch” method seen in [16].

There are issues that we have not addressed yet. These include ramifica-
tion problems, which are addressed in [17] where it is pointed out that the
state-constraints formalisation of ramifications can lead to inconsistencies. State-
constraints are of the form

holds at(P, T ) ← holds at(P1, T ), . . . , holds at(Pn, T )
This rule can cause inconsistencies if, at a time t, P1, . . . , Pn and thus P hold.

But at an earlier time, say t1, ¬P may hold and it is not clipped before the time
t. As rules of above form are needed to model subgoals, ramification is an impor-
tant issue to be addressed. One way to avoid the problem of inconsistency could
be to add, for each state constraint of the form above, another rule of the form

declipped(P, T ) ← holds at(P1, T ), . . . , holds at(Pn, T )
This approach is similar to the one that we have taken in the bridge rules of

Section 3, but needs to be further investigated.
The Sensing transition, described in Section 5, is important for a situated

agent, but is rather simplistic. It simply adds the observation to the agent’s
knowledge base and the bridge rules in the knowledge base perform some implicit
conflict resolution. An alternative approach is presented in [16]. This proposal
is that, once an observation is made, (possibly abductive) explanations of it are
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sought, thus avoiding some possible inconsistencies and giving a richer account
of causes and effects. This approach has obvious disadvantages in cases where
observations are such that the agent cannot be expected to find explanations
for. E.g., in a communication scenario, an agent could observe that the network
is down but has no way of knowing (or even guessing) why.

Another drawback of our Sensing transition is that it is random and passive.
The agent collects information from the environment as a passive observer. An
active form of sensing is described in [7, 2] where, as well as performing physical
actions, the agent can perform active knowledge-producing (or sensing) actions.
Such active sensing actions do not affect the external environment but they affect
the agent’s knowledge about the environment. Such an active sensing action can
be performed, for example, to seek information from the environment about
preconditions of actions before they are performed or to seek confirmation that
an executed action has had its desired outcome. Active sensing actions are also
addressed in [13] for imperative GOLOG programs where they allow conditional
plans whose conditions are checked at ”run-time”.

An issue related to observations is that of exogenous actions. Our handling
of observations combined with the Revision transition seem to be effective to
capture both exogenous actions and their effects in the sense that, if our agent
detects an action or a fact which invalidate a plan or a subplan already executed,
the revision procedure will replan for that part (and only for that part). Another
approach to exogenous (malicious) actions is that in [5] where, if exogenous
actions change the external environment, a recovery procedure is performed with
which the agent is able to restore the state to the one before the exogenous event
occurred.

With respect to our framework, drawbacks of that approach are that a num-
ber of assumptions have been made, in particular that the agent knows what
kind of exogenous actions can be done and what their effects are. Also, this
approach does not take into account the possibility that an exogenous action
can “help” the agent to achieve its goals making certain subgoals and action
unnecessary.

Finally, we remark that to properly evaluate our techniques, we are studying
formal results such as soundness and completeness and we are doing practical
experimentation with the CIFF system [4, 3] as the underlying abductive rea-
soner.
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Abstract. Autonomous agents are given the authority to select which

actions they will execute. If the agent behaves rationally, the actions

it selects will be in its own best interests. When addressing multiple

goals, the rational action may not be obvious. Equipping the agents with

decision-theoretic methods allows the agent to mathematically evaluate

the risks, uncertainty, and benefits of the various available courses of

action. Using this evaluation, an agent can determine which goals are

worth achieving, as well as the order in which to achieve those goals.

When the goals of the agent changes, the agent must replan to maintain

rational decision-making. This research uses macro actions to transform

the state space for the agent’s decision problem into the desire space

of the agent. Reasoning in the desire space, the agent can efficiently

maintain rationality in response to addition and removal of goals.

1 Introduction

Decision theory is the mathematical evaluation of risks, uncertainty, and benefits
to calculate the value of alternative choices. Applied to agents, decision theory
can form the basis for rational action selection. An agent acts rationally if it
performs actions that are in its “best interests” [1]. The best interests of an
agent correspond to the goals an agent holds. Armed with decision theory, an
agent can weigh the rewards to be gained from achieving each of its goals against
the costs of actions to determine which goals are worth achieving, as well as the
order in which to achieve those goals.

Over time, the interests of an agent may change, changing the actions a ra-
tional agent should take in a given situation. As a simple example, after an agent
achieves a goal, it may lose interest in pursuing that particular goal. Addition-
ally, goals may be added, removed, or modified by the designer of that agent or
through interactions with other agents. Agents, being autonomous entities, are
given freedom to decide their own course of action for satisfying their goals.

Determining a course of action is a sequential decision problem, where the
initial decision impacts future decisions (i.e., the agent must consider not only
the effects of its actions in the current state, but also the future consequences of

J. Leite and P. Torroni (Eds.): CLIMA V, LNAI 3487, pp. 249–264, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



250 D.C. Han and K.S. Barber

any actions it takes). Further complicating the matter, the agent must consider
the consequences of each action in relation to each of the goals the agent holds.

Markov decision processes (MDPs) are often used to represent and reason
about sequential decision problems. Already suffering from the “curse of dimen-
sionality,” application of MDPs to domain problems containing multiple goals
further exacerbates the computational issues (by adding dimensions to the state
representation). These additional dimensions, representing the achievement sta-
tus of goals, do not reflect the behavior of the environment, but rather the
internal state of the agent. The behavior of the environment (e.g., the domain
physics) is conceptually different from the goals of an agent situated in that
environment. It is due to limitations of the MDP reward structure that goal
information must be represented as part of the state description.

When moving from theory to practice, priorities on the characteristics of the
approach shift. Taking an engineering approach, the concept of optimality takes
a back seat to the concept of satisficing. Abstraction and estimation are used
in the pursuit of computational efficiency at the expense of optimality. Towards
this end, this work addresses a restricted class of MDPs, using simple domains
to explore complex goal related behaviors. Making the assumption that the set
of goals assigned to an agent is much smaller than the total set of domain states,
this research uses macro actions to abstract away the domain physics, reasoning
about the desire space of the agent. As an added benefit, desire space reasoning
enables efficient computation of rational behavior in the face of changing goals
for this class of problems. In multi-agent systems, an agent cannot negotiate with
other agents without knowing the value of its own goals and actions. Calculation
of values based on desire analysis provide the agent with the knowledge with
which to negotiate with other agents. For example, when following a conversation
policy, as presented by Bentahar et. al. in this volume [2], an agent can decide,
through desire analysis, whether it should accept a commitment or continue
argumentation or persuasion.

This paper provides a formal presentation of the problem, a formulation of the
domain using goal factoring and macro actions, and algorithms for maintaining
an approximate solution under dynamic goals.

2 Action Selection

Though very different in approach, a number of approaches presented in this
volume seek to address the same problem of agent operation in dynamic do-
mains. Mancarella et. al. attack much the same problem through a qualitative
approach [3], compared to the quantitative approach used in this paper. Alferes,
Banti, and Brogi address action description updates through logic programming
[4], accounting for changes in the physics of the domain, which includes goal
modification.

Planning techniques [5] provide agents with methods for analyzing the effects
of their capabilities on the environment. In planning, an agent’s capabilities are
represented as action descriptions and desires are represented as goals. Classical
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R

Fig. 1. Navigation Domain Example

planning finds a sequence of actions whose execution will transform the current
state into a goal state. Although classical planning was not designed to handle dy-
namic environments (where exogenous events can occur), elaborations upon the
same basic methods do. Continuous planning methods [6] allow an agent to ad-
just to unexpected situations by interleaving planning and execution. Decision-
theoretic planning, as described by Boutilier, Dean, and Hanks [7][8], uses MDPs
to perform this reasoning by allowing a range of reward values. As another bene-
fit, MDPs naturally capture and handle the uncertainty inherent in the domain.
Since the solution to an MDP consists of a policy describing the action to take in
any given state, MDPs are suited for adaptation to continuous planning as well.

A Markov decision process M is a representation of this action selection prob-
lem, consisting of four components: the state space, S = {s1, s2, ..., sN}; actions
the agent can execute, A = {a1, a2, ..., aL}; a transition function describing the
probability that executing each action a in some state s will result in some state
s′, T : S ×A× S %→ [0, 1]; and a reward function describing the value earned by
the agent for reaching each state, R : S %→ R. The product of an MDP planning
algorithm is a policy π : S %→ A describing what action the agent should execute
for any state it may find itself in.

The class of problems addressed in this paper reflects “cost-to-move” frame-
works. In cost-to-move problems, each action the agent executes incurs some cost
c < 0 as part of the reward structure. This provides incentive for the agent to
reach its goal states with the minimal amount of movement actions. An example
cost-to-move domain problem is robot navigation. Figure 1 illustrates the basic
setup of a robot navigation domain. The R in the figure shows the location of
the agent in the physical environment, which is in this case modelled as a Carte-
sian grid. The actions available to the agent are the cardinal directions, north,
south, east, and west. The cost can represent resource usage by the robot as it
moves from one location to another. The desires of the robot in these domains
are represented in the reward structure. For example, R(s) ≥ 0 for those states,
s, in which the robot achieves its goals.

Macro actions are used to combine the primitive actions available to the
agent. Clever use of macro actions can improve computational efficiency for
action selection. The remainder of this section discusses the representation of
macro actions, the application of macro actions to goals or subgoals, and the
concept of using macro actions to reason in the desire space of an agent.
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2.1 Macro Actions

Computational efficiency for solving an MDP is greatly impacted by its size.
Factoring has been used to reduce computation through abstracting the MDP
into higher level states and actions. This research makes use of the concept of
macro actions, specifically, the option model developed by Sutton, Precup, and
Singh [9]. Macro actions generalize actions into courses of action. Consider, for
example, a navigation problem where a robot has primitive actions allowing it
to move in each of the cardinal directions. Macro actions are defined as policies
using those primitive actions that describe higher level objectives such as moving
from room to room. Figure 2 shows the difference between options and actions.
The solid arrow represents the effects of executing a primitive action (north,
south, east, west), while the dashed arrow represents the effects of executing a
macro action (leave-the-room).

R

Fig. 2. Navigation task illustrating the difference between primitive actions and macro

actions

According to Sutton, Precup, and Singh [9], options consist of three compo-
nents: a policy π : S × A %→ [0, 1], a termination condition β : S %→ [0, 1], and a
set of initiation states I ⊆ S. A macro action can only be invoked from a state
within the initiation states I. Although formulated slightly differently, policies
as defined here satisfy the same requirements as those presented above, namely
prescribing which actions to execute in each state. Requiring

∑
ai∈A π(s, ai) = 1,

policies describe probabilistic selection of actions for each state. While execut-
ing, the agent will perform actions according to the policy π until termination
according to the termination condition β.

It is obvious that if the agent were planning using macro actions, the agent
can move farther for each decision it makes as compared to planning using
only primitive actions. Macro actions constructed to group actions related to
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achieving goals or subgoals can be used to improve computational efficiency for
decision-making.

2.2 Macros and Goals

The use of the basic reward structure for MDP models is limiting in that if the
agent has multiple goals to achieve, those goals must be represented as part of
the state definition. For example, consider if the domain states are defined as
a product of state variables, Sdomain = V1 × V2 × ... × VL. If an agent desires
to sequentially visit multiple states in the domain, the actions that the agent
selects will be different depending on which of the goal states the agent has
already visited. Desire states of the agent can be defined as a product of the
goal variables (boolean values indicating whether each goal has been achieved),
Sdesire = G1×G2× ...×GK . The states represented in MDP M must be able to
differentiate between the same domain states when the agent has different desire
states, hence S = V1 × V2 × ... × VL × G1 × G2 × ... × GK .

Macro actions can be used to factor the desires of the agent from the state
description. This yields the benefit of separating analysis of the domain charac-
teristics from analysis of the desires. This allows reuse of the domain analysis
when desires change. If a navigation problem is on a 10x10 square grid, the
general solution for reaching any single location is a set of 100 policies, each of
size 100, one for each possible goal location. If the agent has a goal to visit two
locations, there are 10,000 policies, one policy corresponding to each set of two
locations. Additionally, the size of each policy is 300, since for each location, the
agents may still desire to visit either goal location or both (assuming termination
after visiting both locations). In spite of this exponential increase in complexity,
the basic problem domain remains navigation.

Recent work by Lane and Kaelbling has addressed complexity due to multiple
goals in the domain of robot package delivery [10]. In their work, the agent is
tasked with the goal of navigating to a number of locations. Each location is
treated as a subgoal, but no reward is given until the agent has successfully
visited all locations. Each subgoal (i.e. moving to a given location) is represented
by a boolean goal variable, denoting an undelivered package. Initially all goal
variables are set to 0. Upon reaching a subgoal location, the goal variable is
set to 1, and can never be set to 0 again signifying that packages cannot be
undelivered. Goal variables in this domain are independent of each other, given
the location of the agent.

Using the concept of options presented above, Lane and Kaelbling create a
macro action for each subgoal. An approximate policy is then generated for the
overall goal of visiting all locations through application of a travelling salesman
algorithm to determine the order in which the subgoals are visited.

For example, take the domain illustrated in Figure 3. Locations labelled 1

through 3 represent the subgoals the robot desires to visit. Unlike primitive
actions, execution of a macro action will have variable cost depending on the
distance from the state in which the macro action was initiated to the goal
location. Assuming uniform cost per move, the cost for execution of a macro is
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2

3

1

Fig. 3. Multiple goals in a navigation task

equal to the cost per move times the expected number of moves from the current
state to the termination state (Equation 1).

C(macro1, s) = cE(# of moves from s to the termination state) (1)

The costs of macro actions are used to form a weighted graph among all the
subgoals as shown in Figure 4. Many algorithms exist for finding the shortest
path visiting all nodes in a graph [11]. The application of travelling salesman
algorithms determines the order for a compound macro action which describes a
sequential ordering of macro actions. While this is useful for goals that exist in
an ’AND’ (i.e., reward is not given unless all subgoals have been achieved) rela-
tionship, goals can be related in other ways yielding more complicated behavior
by the agent. Of particular interest to this research is the ability of agents to
choose whether or not to address a goal they have been tasked with.

{}

G1

G2

G3

C(macro 1,s)

C(macro 3,s)

C(macro 2,s)

C(macro 3,g1)

C(macro 2,g1)

C(macro 1,g3)

C(macro 2,g3)

C(macro 3,g2)

C(macro 1,g2)

Initial
State

Fig. 4. Weighted graph relating costs to travel among the goal locations
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2.3 Desire States and Goal Analysis

As a departure from the robot delivery domain used by Lane and Kaelbling [10],
this work addresses cases where reward values are set for each goal, rather than
for the completion of all goals. An important characteristic of an autonomous
agent is the ability to decide which goals to pursue. Towards this end, the agent’s
desires may be combined in an ‘OR’ fashion, where the agent may receive rewards
for goals independent of other goals . In this case, the agent must consider not
only the order in which to achieve goals, but whether to try to achieve each
particular goal at all - the cost to achieve a goal may outweigh the reward.
Additionally, since execution of actions will change the agent’s distance to the
respective goals, pursuing one goal may make it more or less profitable (even
unprofitable) to pursue other goals.

As a concrete example of a domain problem matching this description, imag-
ine a tourist visiting a new city. The tourist has a limited amount of money
for sightseeing, and must select from a set of recommended sights to visit. The
sights are rated by the tourist based on interest, assigning a reward value to each.
Additionally, transportation costs for travel in the city are based on distance,
making it a cost-to-move framework in a navigation domain.

By creating macro actions to achieve each individual goal, the entire set of
state variables can be abstracted away. Instead, reasoning can be performed
purely in terms of desire states, referred to in this paper as the desire space.
Figure 5 shows the desire space for the example robot navigation domain shown
in Figure 3. Each state is labelled with the set of goal variables denoting which
goals have been achieved in that state. Initially, the agent is in the state marked
by the empty set and the current location. Application of each macro leads
the agent to the desire state where the appropriate goal is marked as achieved,
leading up to the state with all goals being achieved. Unfortunately, the complete
domain space cannot be factored out because the cost function for the macro
actions is dependent upon domain state. Luckily, if an agent executes actions
according to this decision-making mechanism, the only relevant states are the
current state and the termination states of the macro actions.

The motivations for reasoning in the desire space include: (1) the desire space
is smaller than the complete state space, and (2) the structure of the desire
space can be exploited algorithmically for efficient computation. The model for
reasoning about the desire space is defined as follows. Given the state space of
the problem Sdomain, some subset of those states are marked as goals, Goals ⊆
Sdomain = {g1, g2, ...gK}. The states of the desire space are built from the goal
variables and the agent’s location in the domain space. Each macro action is
constructed to move the agent to a given goal state. The terminal states are
represented as a probability distribution over the domain states. However, due
to the nature of macro actions, the probability is concentrated on the goal state.
It is possible for a macro to have termination states that represent failure of
that macro to achieve its goal but, for simplicity of explanation, this paper
expects the macro actions to always terminate in its goal state without fail.
The desire states are denoted by a tuple 〈Gach, s〉. The first element of the
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Fig. 5. Desire space for the three goal navigation domain

tuple,Gach is the set of goals that have been achieved. This element could also
be represented by the complement of the set of achieved goals (i.e., the set of
unachieved goals), but will be labelled as the achieved goals for this discussion.
The second element of the tuple is the location of the agent in the domain
states, Sdomain. The agent can only be located at the initial state sinitial, or as
a result of executing a macro action, in an accomplished goal state gi, hence,
Sdesire = {〈{}, sinitial〉, 〈Gach, gi〉 s.t. Gach ⊆ Goals and gi ∈ Gach}. The action
set Adesire = {macro1,macro2, . . . , macroK} is the set of macro actions, one for
achieving each goal the agent hold. Finally, the reward function, R : Goals %→ R,
assigns a separate reward value to each goal.

Since the reward function is assigned slightly differently from that used in a
MDP, the valuation of states and actions is changed to match. Global termination
states are those states in which there are no profitable macro actions. States in
which all goals have been achieved are global termination states since all rewards
have already been collected. The global termination states (where all goals have
been achieved) are assigned a value of 0, indicating that no further action will
yield any reward. The expected value of desire states is defined as follows:

V (〈Goals, s〉) = 0 (2)
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V (〈Gach, s〉) = max

⎛
⎝0, max

macroi∈Adesire

⎛
⎝ C(macroi, s)

+R(gi)
+V (〈Gach ∪ {gi}, gi〉)

⎞
⎠

⎞
⎠ (3)

The value of a state is simply the sum of the cost of executing the macro
from that state (a negative number), the reward for achieving the immediate
goal through macro execution, and any expected value for being in the resulting
state, due to expected future goal achievement. Note that if no action is profitable
(i.e., the cost of each action outweighs or equals its benefits), then the state is
also a global termination state and is given a value of 0.

The specific structure of the graph offers many exploitable characteristics.
Since the domain does not allow goals to become unachieved, loops cannot exist
in the graph, forming a tree structure. This enables calculation of the expected
values to proceed through simple accumulation of the values from a single graph
traversal.

3 Model Modification for Dynamic Goals

Multi-agent systems operate in dynamic environments. Dynamism may come
from many sources. The priorities of the agent designer may change, causing
changes in the agent’s reward structures. Additionally, agents are affected by
the behavior of other agents in the system, either implicitly through competition
for domain resources, or explicitly through argumentation or negotiation. Even
the agent’s own actions may change the decision model it follows if there is
uncertainty in the environment. Regardless the cause, the agent’s priority is to
maintain rational action in the face of these changes. To the system designer,
in addition to rationality, computational efficiency is also an issue. This can be
addressed through the reuse of previous computations in the planning process.
Satoh also attempts to reuse computation in his abductive planning system [12].

3.1 Maintaining Rationality

Although goals may change over time, the overall style of operation of the agent
may remain constant (i.e., the agent will always try to maximize its rewards).
Hauskrecht et. al. [13] built on the work of Sutton, Precup, and Singh to solve
hierarchical MDPs using macro actions. In their work, they address local changes
in reward structure or system dynamics by constructing a hybrid MDP using
both macro actions and primitive actions. The area of the MDP most affected
by goal changes is recalculated using the primitive actions. Their work assumes
that the reward function and system dynamics remains the same in all but a
few regions of the state space. In those regions where the state space is not
changing, Hauskrecht advocates reuse of the macro actions. When dealing with
multiple goals, the addition or removal of goals may cause large changes in the
overall state space for an agent. However, due to the structure of the desire
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space, much of the previous computation can still be reused. It is from this reuse
that computational efficiency is gained.

As a simple elaboration in the robot package delivery domain, suppose the
robot can accept packages for delivery as well. Each package is represented as a
goal, so accepting a package equates to goal addition. Also, upon delivery, the
package is no longer the responsibility of the agent. This corresponds to a simple
example of goal removal. For various reasons, packages may become more or less
urgent, corresponding to changing reward values for the goals.

In a dynamic setting (i.e., one in which events exogenous to the agent may
modify the world) achieving optimality is impossible except through happen-
stance. Optimality requires that the agent have a perfect predictor for future
system behavior. Rationality requires only that the agent act in its believed
best interests. In a domain with complete knowledge (past, present, and future),
rationality would equate to the optimal solution though still computationally
expensive. With incomplete knowledge, the agent should try to perform as well
as it can, given its limited knowledge and resources. Lacking any information
about the future, an agent can be considered rational if it executes actions which
are considered optimal in the model the agent holds at the time it executes those
actions. When faced with new information, the agent maintains rationality by
revising its model and continuing execution with whatever action is then be-
lieved to be optimal. The following sections describe algorithms for maintaining
rationality by modifying the decision model in response to changes in the desires
of the agent.

3.2 Goal Removal

Goal removal allows the agent to reduce the size of the desire space that it
models. There are two cases for goal removal: (1) the goal has already been
achieved and (2) the goal has not already been achieved. Both cases are simple
due to the structure of the desire space.

The first case is trivial due to the structure of the desire space. The agent
needs only treat the current state as the new root of the model with no recalcu-
lation necessary. All desire states that are not reachable from the current desire
state can be pruned from the model (e.g., those desire states in which the goal
being removed has not been achieved). In fact, the goal variable itself can be
removed from the representation used by all remaining desire states. Since the
value assigned to that goal variable will be equivalent for all remaining states,
it can be safely factored out of the desire state representation without affecting
any of the remaining desire state values.

Algorithm 1. REMOVEGOAL(d,g)

location = d.location
d =CHILD(d, g)

d.location = location
UPDATE(V (d))
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When the goal being removed has not already been achieved, recalculation
is necessary to remove the value of the goal from the action-selection reasoning.
Due to the structure of the desire space (Figure 5) , the value of any given node
is dependent only on the unachieved goals and state of the agent at that node.
Computation is saved by caching the values of each node. Algorithm 1 describes
the removal of goal g. The function CHILD(d, g) returns the desire state that
results from executing the macro to achieve g in the desire state d. The agent
transitions in the desire space as if it had achieved goal g. The resulting state in
the desire space is then updated with the agent’s current location in the state
space. Finally, the value of the current new state is recalculated based on the
new location. The values of the children states had previously been calculated,
but due to the new location, the costs to reach the children have changed. This
may cause a new macro to be selected as the most profitable when calculating
the new V (d).
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Fig. 6. Modification of desire space for goal removal

Figure 6 illustrates the effect of pruning goal g1 from the desire space. Note
that the desire states highlighted in gray show the reused state values after the re-
moval of g1. To highlight this reuse, note that by Equation 3, V (〈{G1, G2}, g2〉) =
C(macroG3, s)+R(G3)+V (〈{G1, G2, G3}, g3〉). Since achievement of all goals,
with Goals = {G1, G2, G3}, results in a terminal state, V (〈{G1, G2, G3}, g3〉) =
0. After removal of G1, Goals = {G2, G3}, making 〈{G2, G3}, g3〉 a termi-
nal state. The value of being in state 〈{G2}, g2〉 is C(macroG3, s) + R(G3) +
V (〈{G2, G3}, g3〉), equivalent to the pre-removal value of state V (〈{G1, G2}, g2〉).
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3.3 Goal Addition

Goal addition can be handled in a single traversal of the graph. Algorithm 2
describes the process for adding goal g to desire state d. This algorithm describes
the desire state in terms of the unachieved goals, Gach, rather than Gach because
upon addition of a goal, the reuse of desire state values is linked to the unachieved
goals in that state. For desire state d, a new macro action is added for achieving
goal g and the resulting desire state d′ is created. The children of d are added to
d′. After the addition of the children, the value of d′ can be calculated, selecting
the best macro to execute in that desire state. The new goal g is then added to
each of the children of d, constructing a depth first traversal of the tree. Finally,
the value of s is updated, possibly changing the best macro to execute.

Algorithm 2.AddGoal(d,g)

d′ = new STATE(〈d.Gach, g〉)
d.Gach = d.Gach + g
for all i ∈ d.children do

ADDCHILD(d′, i)
end for
UPDATE(V (d′))
for all i ∈ d.children do

ADDGOAL(i,g)

end for
d.children = d.children + d′

UPDATE(V (d))

Replication saves the computational cost of recalculating the values for states
which will have equivalent values to preexisting states. Figure 7 shows the result
of adding g1 to a model that already includes g2 and g3. Desire states marked
in gray are replicated from the original model into the resulting model through
ADDCHILD in the algorithm described above. In the diagram, there are multiple
paths to reach some of the later states in the model. Caching of desire state values
further reduces computation as a node only needs to be computed once and can
be reused for each other incoming edge.

3.4 Goal Modification

The rewards associated with goals may change. This may be due to the passage
of time or acquisition of new information. States in which the goal has been
achieved are not affected by any change in the value of that goal. Only those
states leading up to achievement of that goal are affected. Similar to the addition
of goals, desire state values can be updated by a single traversal of the graph.
By intelligently caching the value calculation results large sections of the desire
space are not touched.

The overall objective when handling dynamic goals is to reuse the calculations
that stay static across changes. In each of the removal, addition, or modification
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Fig. 7. Modification of desire space for addition of a goal

cases, the desire space is divided into sections by the appropriate macro action.
On the originating side of the macro action, desire states require recalculation. On
the resulting side of the macro action, previously calculated values can be reused.

4 Application to UAV Domain

Applying this research to build an operating system raises other interesting
opportunities for approximation and estimation. The work presented in the pre-
vious sections has been implemented for experimentation and demonstration
in the domain of unmanned aerial vehicle (UAV) control. Figure 8 shows the
graphical user interface for the simulation. In the simulation, the environment
has been abstracted into a Cartesian plane. Targets are placed at various points
in this plane and the agents, controlling the UAVs, are tasked with visiting the
various targets. Uncertainty is introduced into the domain by the movement of
the targets, forcing the UAVs to operate with possibly stale information regard-
ing the location of the targets. Three UAVs are shown by the dark circles. Lines
extending out of the UAVs show the past and future planned movement.

At the most basic level, an agent has control over the heading and speed of
a single UAV. A state in the state space is defined by the location, heading,
and speed of the UAV in conjunction with the locations of the targets. Even
in this simple domain, analysis of the state space directly is computationally
intractable. Approximation and estimation methods are used to further reduce
computation required for decision-making.
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Fig. 8. UAV demonstration of decision-theoretic action selection

Macro actions are constructed to move to each target location, enabling rea-
soning in the desire space. Through domain analysis, macro actions can be cre-
ated manually to control the operation of the UAVs. The macros consists of the
actions required to turn the UAV towards the specified target and move until the
destination is reached. If the target is not found, then a simple search pattern
is executed. Though not necessarily optimal, good domain analysis may yield
macros that reasonably approximate the optimal behavior for each goal.

Each target has an associated reward value, illustrated by the circles sur-
rounding the targets. Calculating the exact expected cost is rather complex due
to the movement of the targets. Probabilistic encounter models could be used.
E.g., cost of each macro usage can be cheaply estimated as a function of the
distance between the UAV and the target.

Targets are added to the system regularly. Additionally, with more than one
UAV operating in the system, targets may be removed through the action of the
other agents. These additional estimation methods, the manually constructed
macro actions and cost estimation functions, aid in producing the quick deci-
sions that are necessary for operating in highly dynamic domains that demand
computational efficiency.

5 Conclusion

Autonomous agents are provided with independence in the selection of which
actions they should perform. Although they are provided this independence,
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the agent’s actions must also reflect its desires. Over time, desires may change.
This research extends previous work on using MDPs to provide rational action
selection in the face of changing desires.

MDPs provide the means for decision-theoretic reasoning but are afflicted by
the “curse of dimensionality”. Macro actions enable reasoning on a more abstract
level than the primitive actions in the domain at the cost of possible suboptimal-
ity in the actions of the agents. For a restricted class of domain problems, such
as the “cost-to-move” framework, structure in the desire space can be exploited
to reduce computation needed to make approximately optimal moves. Macro
actions encapsulate the domain characteristics, enabling the decision problem
posed to the agent to be transformed into the desire space. Reasoning in the
desire space of the agent allows the agent to approximately weigh the costs and
benefits of each of its goals at an abstract level. In the desire space, the agent
can simply add, remove, and modify goals. The drawback of this approach is
that it ignores possible action or subgoal interactions among the goals.

Analysis presented in this paper addressed goals composed in an indepen-
dent manner, as compared to the work of Lane and Kaelbling which addressed
sets of goals where a single reward was given for completion of the whole set.
Further analysis of the dependencies among goals will enable efficient reasoning
over goals that are composed using other operators (i.e., ‘NOT’ or ‘XOR’) or
composed hierarchically. Quantitative analysis of the exact computational sav-
ings is currently being pursued. Additionally, methods for integrating the goal
valuations with negotiation and argumentation mechanisms are being pursued.
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Abstract. In this paper, we investigate the use of logic-based multi-agent

systems for modelling active environments. Our case study is an intelli-

gent support system for a so-called “active museum”. We show the ap-

proach of structuring the “agent space”, i.e., the social organisations act-

ing within the environment, is well fitted to naturally represent not only

the physical structure of the application, but also the virtual structure

in which it operates. The adoption of a logic-based modelling system pro-

vides high-level programming concepts, and allows the designer to rapidly

design and develop flexible software to be used in active environments.

1 Introduction

In recent years, computing devices have become extremely powerful while, at
the same time, being small enough to integrate within portable devices. To-
gether with the advent of wireless communication methods, the technological
pre-requisites for ubiquitous computing are beginning to be in place. However,
it is much less obvious how to actually make use of these devices in order to
create an environment where the complexity of the surrounding computing en-
vironment is hidden from users, while still being available and able to adapt to
movements/preferences of the users.

Within the agent research community, many paths to tackling the complexity
of interactions, communication, co-ordination and organisation have been pur-
sued [16]. Some of the theories developed have been quite deep, yet few have
found their way into viable programming approaches for multi-agent systems.
An exception is our earlier work [12, 15], which is based on a strong formal the-
ory of agency combining modal, temporal and multi-context logics. By directly
executing specifications provided in such a theory [9], the behaviour of individual
agents can be implemented [11]. Overlayed on top of this is a multi-agent organ-
isational model comprising the notion of agent groups, providing the flexibility
and adaptability to program more complex multi-agent computations.
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The firm foundation in formal logic also provides the possibility of carrying
out verification of computation under varying environmental conditions [2].

Our aim in this paper is to utilise the approach above [12, 15], which is es-
sentially based on the MetateM executable temporal logic [1], in order to show
how computational logic in general, and temporal logic in particular, together
with a structured agent space, allows us to quickly and naturally model complex
real world computing environments.

To reinforce this claim, we will apply the above approach to a specific ac-
tive environment, namely the so-called “active museum” [19]. We will show how
such a logic-based multi-agent system, while being relatively straightforward to
build, can be an effective and high-level tool for modelling computing environ-
ments that are inherently flexible, adapt to changes within their environment
(and therefore to the users), and extensible. We will show how the approach of
structuring the “agent space”, i.e., the social organisations acting within the en-
vironment, is well fitted to naturally representing not only the physical structure
of the application, but also the virtual environment within which the software
artefacts reside.

The structure of this paper is as follows. To begin with, the concept of the
active museum is explained in Section 2. Then, in Section 3, we introduce the key
concepts of the particular logic-based programming language we aim to utilise.
The resulting multi-agent system is explained in Section 4 and its implemen-
tation is described in Section 5. The application of this approach to the active
museum scenario is presented in Section 6, and the advantages of this approach,
particularly as mobile agents move through the organisational layers, are dis-
cussed in Section 7. Finally, in Section 8, we provide concluding remarks.

2 The Active Museum

In work on the PEACH project1 [19] the concept of “active museum” is being
investigated. This is a form of active environment [18], and can be seen as a
large scale multi-user, multi-media, multi-modal system. In the case of PEACH,
museum visitors are provided (either on demand or pro-actively, depending on
the context) with information about exhibits they may see within the museum.
This information may be drawn from a variety of information sources and media
types (museum server, online remote servers, etc.), and presented to the visitors
by a variety of clients (for example, hand-held devices such PDAs, kiosks, wall
screens, and so on).

Generally speaking, active environments have some characteristics that make
them substantially different from traditional computing and HCIs. For instance,
multiple users may be in a single place, interacting with different applications
simultaneously. The set of users changes dynamically over time. Users are un-
aware (and uninterested) that the environment is formed of many distributed
components. Therefore, they interact with the environment as if it were a single,

1 http://peach.itc.it
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monolithic system. However, services are provided by a variable set of compo-
nents that join and leave the environment on mobile devices or that may be
running anywhere else. Services provided by these components can (partially)
overlap; therefore, they need to coordinate in order to decide, for instance, who
provides a specific service, and how it is provided, in a specific context.

In our reference scenario, the active museum, users’ positions and resource
availability may impose constraints on the generation and display of information;
resources may rapidly change over time, while users move around. In the back-
ground, user modelling agents silently record histories of user interactions and
build profiles by observing their behaviour; their goal is to customise presenta-
tions, avoiding repetitions or inappropriate content. Furthermore, one long-term
objective of the PEACH project is supporting groups of visitors, such as families
or classes of children, by providing tools that allow the sharing of experience and
improve learning. All these requisites imply intensive communication among the
software collaborating to provide services well beyond current communication
architectures and service composition techniques. The objective here is to create
a highly distributed and dynamic environment, where the number of components
capable of providing services continuously varies.

The implementation of an active museum that has been provided in PEACH
relies on the ability of sending messages to roles, rather than to individual compo-
nents, and overhearing conversations happening among any set of components of
the system. This enables the aggregation of service-providing agents into teams
that have been called implicit organisations [5, 6]. In turn, this enables context-
sensitive behaviour to be built into objects embedded in the environment, freeing
high-level applications (concerned, for instance, with supporting knowledge shar-
ing within a group) from issues concerning service composition and delivery in
a specific environment. The implementation of this idea is based on a form of
group communication called channelled multicast [4], which is supported by an
experimental communication infrastructure, called LoudVoice. LoudVoice sup-
ports the creation of channels on-the-fly; messages sent on a channel are received
by all agents tuned into it.

3 MetateM

Over the last few years many different theories and specification languages, to-
gether with implementations of individual agents [17] and organisational aspects,
such as teamwork [20], have been developed. However, those areas of research sel-
dom overlap. Many specification languages are too complex to directly translate
into a (executable) program, and often ignore issues that arise with interac-
tion and collaboration between agents. On the other hand, implementations of
multi-agent systems often have only a fleeting connection with agent theories or
theories about teamwork.

Many specification languages are based on logic, which allows for (potential)
verification of the specification, and the ability to use high level concepts, while
also often resulting in a concise representation. Agent theories are typically based
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on the so-called BDI logic [3], combining strands for belief, desire, and intention.
By using those mentalistic notions, the agents’ reasoning about their environ-
ment, their choice or creation of plans, as well as the pursuit of goals can easily
be expressed in logical terms. However, this expressive power leads to a very
high complexity involved in handling the resulting specifications.

The specification language we use here, based on MetateM [1], is an exe-
cutable logic. That is to say, we can directly execute the logical specifications,
thereby partially bridging the gap between theory and practice. The multi-agent
environment natively supports the dynamic structuring of the agent space into
groups (and teams).MetateM is based on propositional linear temporal logic [14],
extended with modalities for (bounded) belief, confidence and abilities [12]. The
resulting logic is still expressive, yet simple enough to be directly executed. Be-
lief is modelled using a modal multi-context logic that is roughly equivalent to
the standard KD45 modal logic, while confidence is modelled as “believing that
eventually” something will happen. Ability is very simple, being little more than a
modality that can be used to prefix formulae. While arbitrary temporal formulae
can be used to specify the agent behaviour, agents are, in practice, programmed
using a special normal form called SNF, which is particularly amenable to exe-
cution and verification [10]. As an example of a simple set of SNF2 ‘rules’ which
might form part of an agent description, consider the following

start → in office
(in office ∧ ¬hungry) → ©in office

(in office ∧ hungry ∧ Amebuy food) → Bme © (¬in office ∧ buy food)
(buy food ∧ Ameeat) → ♦¬hungry

Here, ‘©’ means “in the next moment”, while ‘♦’ means “at some future mo-
ment”. Thus, the above describes a scenario where I am in the office at the begin-
ning of execution, and will continue to stay in the office while I am not hungry.
However, once I become hungry and I am able to buy food (Amebuy food), then
I believe (Bme), that in the next moment in time, I will leave the office and buy
food. Finally, if I buy food and am able to eat (Ameeat), then eventually I will
not be hungry.

The execution essentially forward chains through a set of such rules, gradu-
ally constructing a model for the specification. If a contradiction is generated,
backtracking occurs. Eventualities, such as ‘♦¬hungry ’ are satisfied as soon as
possible; in the case of conflicting eventualities, the oldest outstanding ones are
attempted first. The choice mechanism takes into account a combination of the
outstanding eventualities, and the deliberation ordering functions [11].

As mentioned above, belief is modelled using bounded multi-context logic.
Simply speaking, belief operators are computed by creating new time lines and
checking them for consistency. As each Bi operator is expanded, a record of the

2 For clarity the rules are presented in this way, even though they are not in exactly the

SNF form.



Organising Software in Active Environments 269

depth of nesting of such operators is kept. Once the current bound for expanding
the belief contexts is reached, exploration of the current belief context ceases.
Because abilities and beliefs are not used in this paper, we refer the interested
reader to [12] for an in-depth discussion on bounded belief.

4 Structuring the Agent Space

While the above approach is essentially concerned with single agents, the exten-
sion to Concurrent MetateM [8] was concerned with modelling and program-
ming general multi-agent computation. This approach has been developed over
a number of years, with an important aspect being the notion of flexible agent
grouping [13]. Here, agents are organised in groups, and groups themselves ap-
pear, to the outside world, as agents. Conversely, agents can contain other agents
(and thereby appear as groups for them), and groups can be contained in agents
(that is, groups can contain other agent groups). Thus, agents can be members
of several groups, and can contain many agents. It is vital to understand that
while we use the words agent, group, and group agent at different times to refer
to aspects of agents, we are always talking about one and the same entity.

During execution, each agent, a, has two main sets it uses for communication,
its Content and its Context . The Context contains references to the groups
(agents) that a is member of, while the Content contains references to agents
that are members of a. Figure 1 shows three different ways of representing nested
agents: as overlapping sets; as a membership tree; and as a membership table.
In the latter, CN denotes the agent’s Content , and CX its Context .

A

C

G

H

D
F

E

B

I

B G I

D C H

E F

A

Agent CN CX
A {B,G} ∅
B {D,C} {A}
C ∅ {B,G}
D {E,F} {B}
E ∅ {D}
F ∅ {D}
G {A} {C,H}
H ∅ {G}
I ∅ {A}

Fig. 1. Different views of nested agents

The key reasons we wish to identify agents and groups are:

– this is a natural way to represent complex problems and software;
– many types of meta-data can (concurrently) be represented (task structure,

abilities, physical location, ownership, social relations, teams, etc) within the
agent space topology; and

– groups can evolve from “dumb” containers into smart entities with refined
policies, reactive/deliberate behaviour, etc.
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Effectively, groups and agents are viewed as one and the same entity, avoiding
the need to introduce separate mechanisms to deal with agent structuring and
organisation.

4.1 Dynamic Grouping

While a multi-agent system generally starts out with some pre-defined structure,
agents can dynamically adapt the structure to fit their needs. In particular,
agents can add agents to, and remove agents from, their Content (resp. Context);
i.e., they can move within and change the structure. In addition to being able
to move through the hierarchy, agents can cease and clone themselves, and can
create new agents (and hence new groups).

By creating new agents, they can harness the power of the structure. Agents
can, for example, create group agents and instruct them to invite other agents
with a certain ability ϕ to join. Now the creating agent has a group of agents able
to do ϕ at its disposal. Because groups are in fact agents, their behaviour can
range from pure “containers” of other agents, through to complex behaviours
such as only allowing agents to join that agree to a certain set of rules [15]. For
example, if all agents in a group were to have the rule

receive(M) ⇒ ©do(M)

meaning “whenever you receive a message, make it true in the next moment in
time”, as part of their behaviour, then the group agent would be able to utilise
the abilities of all these agents simply by asking them to do something.

The structure of the agent space can be used to encode many different types of
information, avoiding the need for individual agents to keep an extensive knowl-
edge base and to keep that knowledge consistent with the (dynamic) environ-
ment. The types of information range from task and ability structures, to repre-
sentations of some physical space to meta information such as owner information,
trust relations, and so on. For example, if an agent is to accomplish some task,
but does not have the corresponding abilities, it can create a group agent that
contains agents that can accomplish (sub-) tasks, which in turn again can in-
vite other agents to their respective content. Eventually, the structure becomes
an accurate representation of the different sub-tasks involved in executing the
main task. Similarly, by re-creating the physical structure within the agent space,
agents can be modelled as being part of both physical and virtual structures.

4.2 Communication

In order to make effective use of different structures within the agent space, a
flexible message passing system has been devised. Whilst the general idea is to
broadcast messages to either Content or Context , agents are also allowed to send

1. messages to specific subsets of agents (e.g., send(SE,Message)),
2. nested messages (e.g., send(SE1,send(SE2,Message))), and
3. recursive messages (e.g., sendAll(SE,Message))
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In case (1), the agent can either specify a set of one or more agents by name, or
it can specify a set expression. The sent message can in turn be a send message
(case (2)), thus providing a form of forwarding. Finally, the sendAll directive
instructs the receiving agent to re-send the message to the same set (adapted to
its own local Content/Context).

A set expression (SE ) may be a single agent, a set of agents, the variables
Content or Context , or any of the operations SE1 ∪ SE2 (union), SE1 ∩ SE2
(intersection), or SE1 \ SE2 (subtraction) applied to set expressions. Note that
the special variables Content and Context are always interpreted locally.

Using this language, we can easily express the sendAll directive using the
following equivalence:

sendAll(Set ,Message) ≡ send(Set ,Message) ∧
send(Set , send(Set \ Self ,Message))

The special variable Self refers to the sending agent. It is necessary to ensure
that no message is repeatedly sent through the agent space. Note that while this
does guarantee that no message is sent forever, it does not guarantee that each
agent receives the message exactly once.

5 Programming Agents

We have created a Java implementation, in which agents are represented by
threads, and communicate via shared objects.

Agents are driven by a MetateM engine, which interprets a set of rules that
describe the behaviour of the agent. At each cycle, the agent first checks its
Inbox for new messages, and passes them to the MetateM engine, which then,
based on those predicates that were made true from the last state, and eventu-
alities that still need to be honoured, creates a new state. If the created state
turns out to be consistent, the cycle is repeated with the newly created state,
otherwise, backtracking occurs, firstly within the state (by making a different
set of predicates true) and if that fails by rolling back states, again trying to
resolve the contradiction by assigning different truth values to predicates within
the state.

Note that while we internally use propositional temporal logic, we employ
some syntactic sugar and allow predicates and variables in rules. However, only
rules where all variables are substituted by a ground term “fire”, and therefore
only grounded predicates (essentially propositions) can be made true.

An agent is only allowed to backtrack to the point where it interacted with
its environment, by sending messages or executing side effects connected with
certain predicates3. This is due to the inability of agents to un-do effects on the
environment.

3 Reading messages is not direct interaction, as the agents keeps track of messages

read during each cycle, and re-reads them in case of backtracking.
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As mentioned above, certain predicates can have side-effects. We distinguish
between internal side effects, which are provided by the system and include ac-
tions such as adding and removing agents to Content and Context , and external
ones, that consist of Java objects and/or rules. External abilities can for exam-
ple be used to connect to databases, or interact with sensors. Table 1 gives a
short overview of predicates with side effects used in the reminder of this paper.

Table 1. Predicates and their side effects

send(S,M) sends message M to agent-set S

doAddToContent(A) adds Agent A to current agent Content

doAddToContext(A) adds Agent A to current agent Context

prefer(P,Q) re-orders eventualities P and Q, s.t. P is preferred over Q

wait(i,P) sends P to itself after i milliseconds (external)

Agents are programmed using logical formulae in SNF form4. When program-
ming an agent, rules themselves are clustered and tagged. The reason for this is
twofold. First, it allows the programmer to structure her code. More importantly
though, it allows for behaviours (which typically comprised of many formulae)
to be exchanged within the agent.

We provide a (simple) implementation of several typical movements of agents,
such as moving up and down the Content/Context hierarchy, in a file which
agents can load. However, the programmer can write her own rules, which will
(completely) overwrite (default) behaviours with the same tag.

Figure 2 gives a simple definition for addToContent/2 based on the inter-
nal predicates doAddToContent/1, doAddToContext/1, which indiscriminately
connects agents (note that NEXT represents the “next moment in time” opera-
tor). In complex agents, this will most probably be adapted to, for example, only
allow certain agents to join the agent.

addToContent: {

addToContent($SELF,Sender)

=> NEXT doAddToContent(Sender).

addToContent($SELF,Sender)

=> NEXT send(Sender, addedToContent($SELF,Sender)).

addedToContent(Sender,$Self)

=> NEXT doAddToContext(Sender). }

Fig. 2. Tagged cluster of rules implementing addToContent

4 It might be clear to the reader that while any temporal formula can be transformed

into SNF, the transformation will result in a set of many small formulae.
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6 MetateM in the Museum

Using the active museum as backdrop, we now show how the dynamic grouping
structure and executable logic within the system can be exploited to represent
different aspects of the scenario, and how we can design different layers and
easily incorporate them into one system.

In our particular example, we chose to use two distinct layers. On the one
hand, we use agents to represent the physical space, that is, the tangible struc-
ture of the museum, consisting of rooms, exhibits, and visitors moving between
the different rooms; on the other hand we wish to represent an organisational
structure of visitors, that will allow a visitor to receive preferences on the exhibits
available in a room.

Using those two structures allows us to exploit the information they contain.
The physical structure can be used to keep track of agent’ positions, compute
routes (on the fly), find nearby other agents, find the location of specific exhibits
and so on. The organisational structure allows agents to receive appropriate
suggestions or information, find and communicate with agents with the same
interests, profile visitors and so forth.

The first grouping structure is depicted in Figure 3. It represents the physical
layout of the museum. In our simplified example, museum M has two rooms (R1
and R2), with 3 exhibits in each room (Ex1. . . Ex6). Each room also contains a
visitor (V1 in R1 and V2 in R2).

M

R1 R2

Ex1 Ex2 Ex3 V1 Ex4 Ex5 Ex6 V2

Fig. 3. Physical Structure of Museum Example

A separate organisational structure (Figure 4) shows three interest groups, the
Artist Group (AG), ColourBlind Group (CB), and Time Group (TG). Visitor1
(V1) is member of both AG and CB while Visitor2 (V2) is only member of TG.
The function of the interest groups is to provide visitors with an optimal path
through the room, given the preferences of the visitor. In our example, V1 is
interested in artists, so the system suggests a certain order to the exhibits. The
group CB tags exhibits that primarily consist of hard to discern shades of red
and green (for the sake of argument). It therefore recommends participants not
to visit certain exhibits at all.

Given just the physical structure, the system should show the following be-
haviour. Upon entering a room (joining the content of R), a visitor sends a mes-
sage to its context, informing it that it is looking around within R. R in turn asks
its content what exhibits are available, and forwards the answers to the visitor.
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AG CB TG

V1 V2

Fig. 4. Organisational Structure of Museum Example

The MetateM Rules needed to accomplish the above are rather straight-
forward. Figure 5 shows the rules needed for V to “look around” and remember
the exhibits it can see5, as well as the rules R uses to send appropriate answers.

VISITOR

exhibits: {

addedToContent(Room,$Self) => NEXT lookAround(Room).

addedToContent(Room,$Self), canSee($Self,Room1,Exhibit)

=> NEXT seen(Exhibit).

lookAround(Room) => NEXT send(context, looking($Self,Room)).

receive(canSee($Self,Room,Exhibit))

=> NEXT canSee($Self,Room,Exhibit).

canSee($Self,Room,Exhibit), not(seen(Exhibit))

=> NEXT canSee($Self,Room,Exhibit). }

ROOM

exhibits: {

receive(looking(Visitor,$Self))

=> NEXT send(content,whatExhibit($Self,Visitor)).

receive(exhibit(Exhibit,$Self,Visitor))

=> NEXT send(Visitor,canSee(Visitor,$Self,Exhibit)). }

Fig. 5. Physical space rules of both Visitor and Room Agents

The above rules are enough to allow our visitor agent to guide a visitor through
a museum — given it has information about the different exhibits, or receives
them from the room. However, each and every visitor would be directed towards
the same sequence of exhibits.

We now add our organisational layer. As mentioned before, we wish to expand
the system by allowing for interest-based guidance through exhibits, possibly
excluding exhibits from the list. Figure 4 gives the (simple) structure of our
organisational layer. Note that the visitor agents V1 and V2 are the only agents
that appear in both structures.

Now, for the visitor agents to receive preferences about which exhibits to view,
they each forward a canSee/2 message to their context. The interest groups

5 Due to MetateM, predicates that need to be true in more than one moment in time

have to be made true explicitly.
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INTEREST GROUP AGENT

preferences: {

START => go().

go() => NEXT prefer($room1,$exhibit1,$exhibit3).

go() => NEXT prefer($room1,$exhibit3,$exhibit2).

go() => NEXT prefer($room1,$exhibit1,$exhibit2).

go() => NEXT prefer($room2,$exhibit6,$exhibit5).

go() => NEXT prefer($room2,$exhibit6,$exhibit4).

go() => NEXT prefer($room2,$exhibit5,$exhibit4).

prefer(X,Y,Z) => NEXT prefer(X,Y,Z).}

request: {

receive(canSee(Visitor,Room,Exhibit))

=> NEXT canSee(Visitor,Room,Exhibit).

canSee(Visitor,Room,Exhibit), prefer(Room, Exhibit1, Exhibit2)

=> NEXT send(Visitor,prefer(Room, Exhibit1,Exhibit2)). }

Fig. 6. Organisational space rules of Interest Group Agent

then reply by sending a preference relation over the exhibits, or alternatively
exhibits that should be excluded (Fig. 6). Exclusion is accomplished simply by
sending a discard/1 message. The agent receiving an exclusion message will go
from not having seen the exhibit to seen, without ever making true the predicate
goLooking/1 that represents the agent’s action of looking at the exhibit (see Fig.
7). Note the message prefer/3 is followed by making prefer/2 true in the next
moment of time. prefer/2 is an internal predicate which re-orders eventualities
such that the agent tries to satisfy the first argument before the second (where it
has a choice). The visitor agent will try to honour the eventuality goLooking/1 in
the order given by the (set of) preferences. Eventualities are generally attempted
in the order they were created. The primitive prefer/2 can change that order.
Given a set of prefer/2 predicates, the agent tries to satisfy the constraints
they represent. If not successful, it will try to satisfy a subset of the preferences.
Also note that the order of eventualities is the same across moments in time, so
it generally is sufficient to call prefer/2 only once. Note that several interest
groups can send their preference relations, the visitor agent will internally try
to make the order as consistent as possible.

In our scenario, the rules that accomplish this modification of eventuality
order can be found in Figures 6 and 7. The visitor invokes interest groups by
forwarding to them any information about exhibits it can see. Interest groups
simply answer by sending preference relations on visible exhibits. (Executing
send(V,prefer($room1,X,Y)) will send all preference predicates that match
$room1). The rules of the visitor look complicated because the visitor, after
learning which exhibits there are, has to remember those for some time while
requesting preferences from the interest groups. During that wait, we must ensure
that the eventualities are not honoured.

Also note that while (in this simplified setting) the agent takes only one mo-
ment in time to actually look at the exhibits, it still needs to “remember” which
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VISITOR AGENT

preference: {

receive(prefer(Room,Exhibit1,Exhibit2))

=> NEXT prefer(Exhibit1,Exhibit2).

canSee($Self,Room,Exhibit) => SOMETIME goLooking(Exhibit).

canSee($Self,Room,Exhibit) => NEXT not(goLooking(Exhibit)).

send(context,canSee($Self,Room,Exhibit))

=> NEXT wait(2000,waitforPref(Room)).

waitforPref(Room) => NEXT startLooking(Room).

send(context,canSee($Self,Room,Exhibit))

=> NEXT not(goLooking(Exhibit)).

not(goLooking(Exhibit)), not(startLooking(Room))

=> NEXT not(goLooking(Exhibit)).

goLooking(Exhibit),not(discard(Exhibit))

=> NEXT lookAt(Exhibit).

lookAt(Exhibit) => NEXT seen(Exhibit).

goLooking(Exhibit), discard(Exhibit) => NEXT seen(Exhibit). }

exclude: {

receive(discard(X)) => NEXT discard(X).

discard(X),not(seen(X)) => NEXT discard(X). }

exhibits: {

receive(canSee($Self,Room,Exhibit))

=> NEXT send(context,canSee($Self,Room,Exhibit)). }

Fig. 7. Organisational space rules of Visitor Agent

exhibits it should exclude. The exclude rules ensure that discarded predicates
are remembered as long as is necessary.

7 Discussion of the System

In the above example, while being rather simple, still highlights several aspects
of both elements, the structure of the agent space and the use of temporal logic.

For one, the graph-like structure of the agent space can be exploited to contain
information about the system. In the above example, the room agents do not
know which exhibits they contain until they send a request. The agent space can
be very dynamic, and agents do not need to have complicated mechanisms to
ensure their internal representation of the world is accurate.

Secondly, not only can we use the structure in such a way, but we can repre-
sent different aspects of a system within the graph, design them independently,
and combine them at run time. Given the rules in Figures 6 and 7, we can eas-
ily add more rooms, exhibits, visitors, and interest groups, without having to
re-write or re-design the system.
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The use of logic allows us to extend the system without having to change
anything. For example, we can define just the physical structure, which would
make the agent to randomly visit the different exhibits.

By adding a simple rule that sends requests for preferences when a canSee
predicate is received, this can be adapted.

In Section 6 we described the basic scenario. In the following subsections, we
will examine in more detail the dynamics between the agents.

7.1 Dynamic Aspects: Mobile Agents

In order to keep the example simple, we assume that some tracking agent tracks
the visitors (in the real world) and sends moveTo(Visitor,Room) messages to
the visitor agents. While we omit this in the current example, visitors can easily
also be members of this tracking agent.

V1 V1

V1 V1

V1 V1

V1
R1 R2

add(V1)

rem(V1)

M3

V1
R1 R2

see(Ex1,Ex2)

M9

V1
R1 R2

whatEx?

M6

MoveTo(R2)

R1 R2

M

R1 R2

room?
R1

M

R1 R2

remd(V1)

added(V1)

M

R1 R2

whatEx?

M

R1 R2
Ex2Ex1

M

R1 R2

Ex1, Ex2

M

1

4

7 8

5

2

Fig. 8. Messages sent when moving to a room

Figure 8 shows the flow of messages that occur when an agent moves from
one room to another6 Upon receiving moveTo/2, agent V1 sends appropriate
addToContent and removeFromContent messages to the new and old room,
respectively. The addToContent message exchange (see Figure 2) ends with
addedToContent, which, in turn, gives rise to the above described interchange
between room and visitor which results in the visitor learning about the exhibits
available in the (new) room. Note the second rule for the visitor in Figure 5, which
basically ensures that the agent “forgets” exhibits it might not have looked at
in the room it just left. Also note that we can add and remove exhibits on the
fly, because the room agents always checks what exhibits are available.

The movement of agents is independent of other agents being in the rooms,
because even though messages are often broadcast to Content or Context , they
generally contain the name of the receiving agent, so that only that agent’s rule
will fire. While we could have made sure that messages are only sent to particular

6 We omit “send” and abbreviate some of the messages for readability. Also, note that

“movement” refers to virtual, rather than actual movement.
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agents, this would not have allowed us to (at a later stage) take advantage of
the ability to overhear messages within certain groups.

7.2 Dynamic Aspects: Modifying Interests

We get more interesting interactions when looking at the organisational struc-
ture. Visitor agents can “subscribe” to interest groups, which in our example
determines the order in which the exhibits should be shown. In more complex
settings, interest groups also determine or influence the type of information that
the visitor will receive during her stay in the museum.

While our example is simple, we can already distinguish several situations. In
the first, the visitor is not subscribed to any group; next, a visitor can subscribe to
one or more interest groups that give (possibly conflicting) preference relations;
she can subscribe to interest groups that suggest to not look at exhibits at all;
and finally a combination of the latter two.

The interaction between visitor agents and interest groups works as fol-
lows (see Figure 9). After having received different exhibits that are available
(canSee/3), the visitor re-broadcasts them to its context, and waits a specified
time for answers (canSee/3 => NEXT wait/2). The rule in Figure 7,

not( goLooking(Exhibit)), not(startLooking(Room)) => NEXT

not(goLooking(Exhibit)

ensures that the eventualities containing goLooking/1 will not be made true
until the predicate startLooking/0 is true.

V1 V1

V1LS V1 TGLS discard(ex1)

goLookingex2) seen(ex1)
seen(ex2)

TG

pref(ex2,ex1)
canSee(ex1)canSee(ex1)

Fig. 9. Message exchange with interest groups

If the visitor agent is not subscribed to any interest groups (that is to say, there
are no interest groups in the visitor agent’s context), it will still wait for prefer-
ences. If none are sent, it will just work through its eventualities in a random order.

However, if the agent received one or more prefer/3 messages, it re-orders
the outstanding eventualities using the internal predicate prefer/2. If they are
not consistent (due to different interest groups having conflicting preferences), it
will try to honour as many of the preferences as possible, and choose randomly
between the inconsistent preferences remaining.
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In the case of receiving discard/1 messages, our visitor just disregards the
exhibit, even if it has a high preference. It should be clear though that we
could easily add some rules to, for example, give discarded exhibits a very low
preference.

8 Conclusions

In this paper, we have utilised a structured multi-agent programming language,
and have shown how the structure can be exploited to create complex systems
that are (a) relatively easy to specify, due to the possibility of designing dif-
ferent layers independently of each other, (b) dynamic, and therefore suitable
for systems where many different agents interact in unforeseeable ways, and (c)
potentially verifiable, due to the logical basis of the system. The key behaviours
of individual agents are provided through varieties of executable temporal logic,
while the over-arching group structure allows us to represent a range of physical
and virtual organisations. This approach provides a powerful, flexible, yet logic-
based, route to the design, modelling and development of software for ubiquitous
computing applications.

Future work involves developing more complex scenarios, and comparing with
other approaches to the theory of team building [20] and other (non logic-based)
multi-agent programming systems [7, 17].
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